A Self-Localization Algorithm for a Mobile Robot Using Perspective Invariant
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Abstract This paper presents a new algorithm for the self-localization of a mobile robot using perspective invariant(Cross Ratio). Most of conventional model-based self-localization methods have some problems that data structure building, map updating and matching processes are very complex. Use of the simple cross ratio can be effective to the above problems. The algorithm is based on two basic assumptions that the ground plane is flat and two parallel walls are available. Also it is assumed that an environmental map is available for matching between the scene and the model. To extract an accurate steering angle for a mobile robot, we take advantage of geometric features such as vanishing points(V.P). Point features for computing cross ratios are extracted robustly using a vanishing point and the intersection points between floor and the vertical lines of door frames. The robustness and feasibility of our algorithms have been demonstrated through experiments in indoor environments using an indoor mobile robot, KASIRI-II( KAist Simple Roving Intelligence).
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1. INTRODUCTION

Self-localization of a mobile robot in indoor environment is one of the basic capabilities for an autonomous system. There are many methods for self-localization. Among these methods, a vision-based approach is simple and very flexible. Kanbara et al.[5] classify image features to category using a defined geometric relationship, and determine whether there is a vertical line or horizontal line and the direction of a boundary only within a specific window. This approach is sensitive to image noise and cannot provide the global information. Kosaka and Kak[11] implement a system for a given environment using a CAD model based expectation map. This method constructs a complex database and requires additional analysis for handling uncertainty. In most of visual-based approaches, the database for an environment becomes complex because the scene is perspectively projected and the geometric properties are not invariant.

We present a new efficient self-localization algorithm using 1-D perspective invariant[7] and vanishing point. Since this method uses a simple cross ratio, the data structure building, map updating and matching processes become trivial tasks.

The algorithm for navigation in corridors and similar indoor environments is based on two basic assumptions that the ground plane is flat and two locally parallel side-lines are formed by floor and two side walls in corridor environments. Also we assume that the environmental map database is available for matching between the scene and the model. Intersection points between floor and the vertical lines of door frames are used as point features to compute cross ratios.

As an off-line process, we construct a database consisting of the cross ratios of point features, and the moving direction of a mobile robot. Using cross ratios in the constructed database, the correspondences between the model and scene features can be found. The corresponding feature points in the database of a real environment and in the image are used to compute the position of the mobile robot.

We demonstrate the robustness and feasibility of our algorithms through real world experiments in indoor environments using an indoor mobile robot.

The paper is organized as follows: In Section 2, we explain the basic theory of cross ratio and its error modeling and present a self-localization algorithm. In section 3, we explain the image preprocessing for the extraction of feature points and vanishing points. In section 4, we present experimental results for the real scene.

2. BASIC THEORY

2.1 Cross Ratio and Error Modeling

Let \((X, Y, Z)\) denote the camera coordinate system whose origin is at the optical center and its Z-axis aligned with the optical axis of lens(See Fig 1). Let \((X^o, Y^o, Z^o)\) be an object coordinate system. \((O_1, O_2, O_3, O_4)\) are points on a line in an object plane and \((P_1, P_2, P_3, P_4)\) are the corresponding points on the image plane.

![Fig 1. Camera Coordinate and Global Coordinate](image)

\[X_i\] is the coordinate of \(O_i\) with respect to the object coordinate system and \([x_i]\) is the corresponding coordinate of \(P_i\) in the camera coordinate system. Then we define the cross-ratio, 1-D invariant, as follows:

\[C(x_1, x_2, x_3, x_4) = \frac{(x_3 - x_1)(x_2 - x_3)}{(x_2 - x_1)(x_3 - x_4)} = \frac{(X_3 - X_1)(X_2 - X_3)}{(X_2 - X_1)(X_3 - X_4)} \quad (1)\]

In Eq (1), the cross ratio is a function of four variables:

\[C = C(x_1, x_2, x_3, x_4) \quad (2)\]

Let \(x_i\) be the true and \(\hat{x}_i\) be the noisy observation of \(x_i\). Then we can write the relationship between these as:

\[\hat{x}_i = x_i + \xi_i, \quad i = 1 \sim 4\]

where \(\xi_i\) denotes an independently distributed noise term with the having mean “0”, and the variance \(\sigma_i^2\).
Using these noisy observations, we define a noisy invariant,
\[ C = \overline{C}(x_i, x_j, x_k, x_l). \]
To determine the expected value and the variance of \( \overline{C} \), we express \( \overline{C} \) as a Taylor series around \( x_1, x_2, x_3, x_4 \),
\[ \overline{C} = C + \sum_{\alpha=1}^{4} \frac{\partial C}{\partial \alpha} (\Delta \alpha_i). \]
From Eq. (3), we can write Eq (6) as
\[ \overline{C} \approx C + \sum_{\alpha=1}^{4} \frac{\partial C}{\partial \alpha} (\Delta \alpha_i). \]
To obtain the expected value \( \mathbb{E}[\overline{C}] \), we take expectation on both sides of Eq. (7):
\[ \mathbb{E}[\overline{C}] = \mathbb{E}[C] + \sum_{\alpha=1}^{4} \mathbb{E}\left[ \frac{\partial C}{\partial \alpha} \right] (\Delta \alpha_i). \]
In a similar way, we can determine the variance,
\[ \text{Var}(\overline{C}) = \left[ \sum_{\alpha=1}^{4} \frac{\partial^2 C}{\partial \alpha^2} \right] (\Delta \alpha_i)^2 = \sigma^2 C \sum_{\alpha=1}^{4} (\Delta \alpha_i)^2. \]
We define a threshold for the cross ratio as follows:
\[ \text{Threshold} = 3\sqrt{\text{Var}(\overline{C})}. \]
We use this threshold to search for the corresponding cross ratios in the constructed database.

2.2 Database Construction and Matching Algorithm

In this section, we explain how to construct a database using the cross ratio. Fig. 2 shows a top-down view of a typical corridor scene. In this figure, point features, which are the intersection points between floor and door frame, are represented by \( L_i \) and \( R_i \).

Fig. 2. Scene model to setup a database.

Construction of Database

We compute the cross ratio and its variance for a set of point features \( \{L_i, R_i, L_{i+1}, R_{i+1}\} \) or \( \{R_i, R_{i+1}, R_{i+2}, R_{i+3}\} \) in a corridor \( i \). We store \( \{L_i, R_i\}\}_{i=1}^n \) into the entries of a hash table, whose range is determined by \( C \times V(C) \).

Fig. 3 shows an example of the hash table, where \( H(C) \) is a hash function for the cross-ratio \( C \).

Using this database, it is relatively easy to generate hypotheses and to update the entries.

Matching (or Hypotheses Generation)

Given an image, we extract a set of point features and compute the cross-ratio for the set. Then, the correspondences between the model and the scene features are hypothesized by indexing the entries of the hash table with a similar cross-ratio.

Verification

From the results of the matching process, we obtain multiple promising correspondence sets. Therefore, we need a verification process to determine a unique corresponding feature set which is used to compute the position of robot.

We propose a Bayes rule based method that is implemented with a sequence of matching (or hypotheses).

Fig. 4 shows the correspondences generated from consecutive images. \( H_{ij} \) represents the \( j \)-th correspondence in the \( i \)-th image and \( P_{ij} \) represents the path of robot from the \( i \)-th correspondence in the previous image to the \( j \)-th correspondence in the current image.

Fig. 4 Hypotheses generated from two consecutive images.

Then, the probability for each path is
\[ \text{Prob}(be) = \frac{\text{Prob}(P_{ij}, be) \times \text{Prob}(be)}{\text{Prob}(P_{ij}, be) \times \text{Prob}(be) + \text{Prob}(P_{ij}, \text{not be}) \times \text{Prob}(\text{not be})}. \]

where \( \text{Prob}(be) \) means a probability that a robot has been "being" on the path based on the fact that the robot is observing \( H_{ij} \) and \( H_{ij} \).

\[ \text{Prob}(P_{ij}, be) = k \times \text{Prob}(\Delta D - d). \]

where \( k \) is a normalizing factor and \( \Delta D \) is an estimated distance by the self-localization algorithm described in the next section and \( d \) is a measured distance by an odometry of the robot.

In Eq. (13), we assume that \( \text{Prob}(\Delta D - d) \) has Gaussian distribution whose mean and variance are experimentally determined[16].

2.3 Self-Localization

In this section, we explain a two-step self-localization algorithm. In the first step, we compute the pan and tilt angles of camera by using the vanishing point[4]. In the second step, we compute the position of robot with the corresponding points obtained by the previous matching and pan, tilt angles obtained by the previous matching step.

The First step: (Pan and Tilt Angles)

Fig. 5 shows the geometric relationship between the pan, tilt angles and the position of the vanishing point on an image.
Fig. 5 The relationship between the V P and angles

From Fig. 5, if we extract the vanishing point, it is possible to compute the pan and tilt angle as follows:

\[ \theta_p = \tan^{-1}\left(\frac{X_p}{f}\right), \quad \theta_t = \tan^{-1}\left(\frac{Y_p}{f}\right) \]

where \((X_p, Y_p)\) and \(f\) represent the coordinate of the vanishing point and the focal length, respectively.

The Second step: (Position)

Fig. 6 shows the coordinate systems of the camera and the scene. Let \((Xg, Yg, Zg)\), \((Xc, Yc, Zc)\) represent the global coordinate system and the camera coordinate system, respectively. Let \((Tx, Ty, Tz)\) denote a translation from the global to the camera coordinate system.

![Fig. 6 The coordinates systems](image)

From Fig. 6, we can write the relationship between the camera and the global coordinate systems as follows:

\[
\begin{bmatrix}
X_c \\
Y_c \\
Z_c
\end{bmatrix} =
\begin{bmatrix}
\cos \theta_p & -\sin \theta_p & 0 \\
\sin \theta_p & \cos \theta_p & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
X_g \\
Y_g \\
Z_g
\end{bmatrix} -
\begin{bmatrix}
T_x \\
T_y \\
T_z
\end{bmatrix}
\]

or \(X_c = A(X_g - T)\).

By the perspective projection, we obtain

\[
x = f\frac{X_c}{Z_c}, \quad y = f\frac{Y_c}{Z_c}
\]

In Eq. (1.15), we assume that the height from floor to the optical center, \(T_z\), is fixed to a constant.

From Eq. (1.15) and (1.16), we can obtain the equation.

\[
\begin{bmatrix}
(a_{11} - a_{12}x) & (a_{12} - a_{13}x) & T_x \\
(a_{21} - a_{23}y) & (a_{23} - a_{23}y) & T_y
\end{bmatrix}
\]

\[
\begin{bmatrix}
(a_{12} - a_{12}x)X_c + (a_{13} - a_{13}x)Y_c + a_{13}X_cT_z \\
(a_{23} - a_{23}y)X_c + (a_{22} - a_{22}y)Y_c + (a_{23}y - a_{23})T_z
\end{bmatrix}
\]

By solving Eq. (17), we can obtain \(T_x\) and \(T_y\).

3. PRE-PROCESSING

We must extract point features to obtain the correspondences between the model and an image using the cross ratio. In this paper, we select point features that are the intersections between parallel lines on floor, which form a vanishing point, and vertical lines on the wall. Thus, vanishing point detection, vertical line detection, and the camera calibration are carried out.

We first implement the camera calibration in order to obtain the camera parameters such as the image center, the scale factor, the focal length using Tsai's method[6].

For detecting the vanishing point, we use the Hough transformation method. In order to reduce the detecting time, we limited the range of the Hough space. We develop a method to detect the vanishing point by using the fact that the vanishing point is always projected on a constant horizontal line of the image plane, although one of two parallel lines is detected. We detect the vertical lines by using the range Hough transformation.

Fig. 7 shows the extracted vanishing point with left(a), right(c), and both(b) of two parallel lines. Fig. 8 shows the extracted vertical lines for each scene in Fig. 7.

4. EXPERIMENTS

Experiments have been carried out in an indoor corridor environment using a mobile robot KASIRI-II. The mechanism of KASIRI-II consists of wheels for conventional running and an infinite path wheel for running on unflat floor such as stairs. We use a 585 pentium as the master controller. It also includes a motion control board, a vision processing board(MVB-02), IR sensors, servos motors and drivers, and sonars.

4.1 Hypotheses Generation and Verification

Fig. 9 shows two consecutive images from which we cannot uniquely determine the correspondence and the position of robot.

![Fig. 9 Two sequence images](image)

Table 1 shows the generated consecutive hypotheses and the corresponding positions of the robot. Cl and L1 represent a corridor number and the i-th feature point on the left wall of the corridor.

<table>
<thead>
<tr>
<th>Image</th>
<th>Hypotheses</th>
<th>Position(Xg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C2L2</td>
<td>1735</td>
</tr>
<tr>
<td></td>
<td>C2L10</td>
<td>3051</td>
</tr>
<tr>
<td>2</td>
<td>C2L3</td>
<td>1832</td>
</tr>
<tr>
<td></td>
<td>C2L11</td>
<td>3154</td>
</tr>
</tbody>
</table>

For finding s most similar matching, we implement the verification algorithm described in section 2.2. Fig. 10 shows the probability of each path from Eq(12).

![Fig 10 The result of verification](image)
We select the path from L10 to L11 to be the best matching path.
As denoted in Fig. 9, door frames on the left wall are correctly
identified as L10 and L11. In a similar way, a door frame on the right
wall is found to be R6.

4.2 Self-Localization

Fig. 11 shows an experiment scenario for testing the accuracy of self-
localization algorithm. The robot is commanded to navigate along the
center of corridor #1 from Yg=1230cm to Yg=3740cm.

![Fig. 11 The run region of a mobile robot](image)

Fig. 12 shows the results of the self-localization of the mobile robot

![Fig. 12 The result of self-localization](image)

The number of samplings

<table>
<thead>
<tr>
<th>True</th>
<th>Measured(Right)</th>
<th>Measured(Left)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3730</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3230</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2730</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2230</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1730</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1230</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The proposed self-localization has successfully computed the robot position with a maximum accuracy of ±20cm.

5. DISCUSSION

In this paper, we present a self-localization algorithm for a mobile
robot by using the cross ratio that is invariant for the perspective
transformation.
The algorithm solves easily the self-localization problem by using the
cross ratio and is efficient to construct the database and to search for the
respective points, and it is also easy to update and modify the
database.

Proposed algorithms are verified through real experiments with
KASIRI-II in indoor environments (shown in Fig. 2).

In this experiments, generated rates of the positive hypotheses is
100% whenever the point features are detected.
The maximum number of multiple promising correspondence is ten
and occurred in corridor 2 where point features are distributed with
same ratio. But, we are able to compute the robot position by the
proposed verification algorithm.
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