The Estimation of Moving Velocity of Viewer by Using Two Eyes Image for 3D Display for Multiple Viewers
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Abstract

In this paper, we calculate the moving velocity of viewer by using two eye images obtained at different time through the camera. This process is necessary for future 3D display technique, in which moving viewer can see 3D image continuously. We firstly extract two eyes image and calculate the pixel coordinate of center point between two eyes. Next, we calculate the moving velocity in two dimension by comparing two center point coordinates obtained at different time.

I. Introduction

3D display technique is a very important and fundamental technique, and has already been developed as a main research topic recently.

There are two typical types of 3D display, one is glasses 3D display method and the other is a nonglasses 3D display method. And also 3D image implementation using a holographic screen and holographic video is being developed. However, there are many problems in 3D display technique.

Among these, the autostereoscopic method has an advantage that we can enjoy 3D image without any additional device, but the method has a disadvantage of narrow viewing zone [4]. This disadvantage can be overcome with the detection of viewer’s positional movement by head tracking. Head tracking is a method of measuring the movement of viewer by analyzing the image information through camera, particularly viewer’s two eyes image.

In this paper, we develop a simplified algorithm to detect viewer’s two eyes position to calculate the moving velocity of viewer.

II. Calculation of moving velocity of viewer

II-1. Flow chart of moving velocity calculation.

Moving velocity of viewer is estimated by comparing two eyes position between the first image(at t=0) and the second image(at t=1) of continuous input images, and dividing the displacement by one frame time.

Fig. 1 is the flow chart of moving velocity calculation.

---

Fig. 1. Flow chart of moving velocity estimation.
II-2. Eye detection algorithm

Eye detection algorithm is composed of preprocessing process and eye detection process.

(1) Preprocessing

Preprocessing process is composed of threshold process and median filtering. To obtain the accurate pixel coordinate of eyes, we find the circle form of pupils in the image.

Because the gray level of pupils are nearly close to 0, the regions above threshold level are changed to white color (gray level 255), where the threshold level is decided experimentally. (The threshold level is defined for the average value of R, G, B values.) The resulting image is composed of dark part and a nearly original color part under threshold level.

Next, we decide another threshold level for each other's difference among R, G, B values and change the regions above threshold level to white color, then the regions of nearly original color are removed and only dark regions can remain in the resulting image.

After this process, we transform the image into a gray level image and execute median filtering to the resulting image.

Median Filtering is performed by sliding a window across the pixels of a picture and ranking the pixels in the window in ascending order. The median or center pixel will be placed in the output image in the location corresponding to the center of the window. Because the center value is selected, median filters have an odd number of pixels in the window. The principal function of median filtering is to force points with very distinct intensities to be more like their neighbors, thus eliminating intensity spikes [5].

After preprocessing process, hairs, eyebrows, eyes and the dark part of background only remain in the resulting image.

(2) Eye detection

In the eye detection process, we scan the whole image with an pupil-type mask block and find the pixel coordinates of two eyes. The mask block scans the whole image, and detects the position of each eye. If the first eye is detected, the coordinates of the eye is determined and the corresponding mask block region is changed into white color. Then, scanning around the region near the first eye, we inspect the existence of the second eye. If the second eye is detected, we finish the searching process, and if not detected, we repeat the above scanning process.

![Eye detection processing](image)

Fig. 2. Eye detection processing

II-3. The calculation of moving velocity

In Fig. 3 is shown an analytical model for the calculation of moving velocity of viewer.

Let the coordinates of the eyes from the first input image be \((c_1, r_1), (c_2, r_2)\), and let the coordinates of the eyes from the second input image after \(At\) sec (1 frame time) be \((c_3, r_3), (c_4, r_4)\), then the coordinates of the center point between each two eyes are

\[
\begin{align*}
    m_1 &= \left( \frac{c_1 + c_3}{2}, \frac{r_1 + r_3}{2} \right) \\
    m_2 &= \left( \frac{c_2 + c_4}{2}, \frac{r_2 + r_4}{2} \right)
\end{align*}
\]

(1)
and when the viewer is supposed to move in the horizontal direction, the pixel distance between two eyes becomes as (2)

\[ d_p = \sqrt{|c_2-c_1|^2 + |r_2-r_1|^2} \quad \text{[pixel]} \]  

(2)

If the real distance between two eyes is \( d_{re} \), the real distance per one pixel is calculated as (3).

\[ \text{Real distance per one pixel} = \frac{d_{re}}{d_p} \quad \text{[m/pixel]} \]

\[ = \frac{d_{re}}{\sqrt{|c_2-c_1|^2 + |r_2-r_1|^2}} \quad \text{[m/pixel]} \]  

(3)

The moving velocity of viewer becomes as (4) in pixel distance,

\[ v = \frac{|m_2-m_1|}{\Delta t} \quad \text{[pixel/sec]} \]  

(4)

and from the relation of (3), the real velocity can be calculated as follows.

\[ v = \frac{|m_2-m_1|}{\Delta t} \frac{d_{re}}{d_p} \]

\[ = \frac{|m_2-m_1|}{\Delta t} \frac{d_{re}}{\sqrt{(c_2-c_1)^2 + (r_2-r_1)^2}} \quad \text{[m/sec]} \]  

(5)

between each two eyes

\( \Delta t \): 1 frame time

\( d_{re} \): real distance between two eyes

When viewer supposed to move in the horizontal direction as in Fig. 3, the rotational position \( \Theta \) can be calculated as (6) in the following.

\[ \Theta = \tan^{-1} \left( \frac{|m_2-m_1| + m_d}{\sqrt{(c_2-c_1)^2 + (r_2-r_1)^2}} \right) \quad \text{[deg]} \]  

(6)

Here, \( m_d \) is the pixel distance between \( m_u \) and the center point of the input image, and \( l \) is the vertical reference distance between the camera and viewer.

III. Experimental result

III-1. Eye detection

The input image is 320 × 240 true color. In the preprocessing process, we removed the high gray level region and the nearly original color region by thresholding process. And by applying 3 × 3 median filtering method, we soften the distinct intensity regions through the whole image. And we detect the eye positions using mask block (18 × 18), which is decided experimentally.

Fig. 4 is the input image and the resulting image of preprocessing process. From this figure, we can know that the resulting image of preprocessing process includes only the hairs, eyebrows, eyes and the dark part of the background.

III-2. Moving velocity estimation

We detect the positions of two eyes and calculate the coordinates of center point between the two eyes from each image of Fig. 5. And then, we calculate the displacement and the moving velocity as described in the previous section.
This experiment was executed under the following assumption:

a) Real distance between two eyes ($d_{eye}$) is 0.065 m.
b) Vertical reference distance between the camera and viewer ($l$) is 0.85 m.
c) Frame time ($\Delta t$) is 0.2 sec.

The experimental result of applying the proposed algorithm under the above assumption is shown in Fig. 6, from which we can know that the moving velocity of viewer and the rotational position (angle) of the viewer are 0.22 m/s and 3.08 degree.

By the proposed eye detection algorithm we could find the accurate position of each eye near the vertical reference distance between the camera and viewer. However, in the case of very short distance or very long distance between the camera and viewer, this algorithm has much difficulty in finding the position of eyes.
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