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ABSTRACT

Mathematical morphology based on set theory has been applied to various areas in image processing. Pitas proposed a object recognition algorithm using Morphological Shape Decomposition (MSD), and a new representation scheme called Morphological Shape Representation (MSR). The Pitas’s algorithm is a simple and adequate approach to recognize objects that are rotated 45 degree-units with respect to the model object. However, this recognition scheme fails in case of random rotation. This disadvantage may be compensated by defining small angle increments. However, this solution may greatly increase computational complexity because the smaller the step makes more number of rotations to be necessary.

In this paper, we propose a new method for object recognition based on MSD. The first step of our method decomposes a binary shape into a union of simple binary shapes, and then a new tree structure is constructed which can represent the relations of binary shapes in an object. Finally, we obtain the feature informations invariant to the rotation, translation, and scaling from the tree and calculate matching scores using efficient matching measure.

Because our method does not need to rotate the object to be tested, it could be more efficient than Pitas’s one. MSR has an intricate structure so that it might be difficult to calculate matching scores even for a little complex object. But our tree has simpler structure than MSR, and easier to calculated the matching score. We experimented 20 test images scaled, rotated, and translated versions of five kinds of automobile images. The simulation result using octagonal structure elements shows 95% correct recognition rate. The experimental results using approximated circular structure elements are examined. Also, the effect of noise on MSR scheme is considered.

1. INTRODUCTION

An ultimate goal of object recognition is to provides a computer the recognition ability that is similar to human being. There are various methods in object recognition. Model based method is the technique that analyzes, and identifies objects by searching the data base that keeps the information of objects. The model based object recognition algorithm is realized by two steps, training and recognition steps. In the training step, a data base is made and in the recognition step unknown object is identified by searching the data base. There are several tasks to realize an efficient model based vision system. Those are (1) what kinds of information to be captured from the image and how to construct a model, and (2) how to search the data base or match a unknown object to the stored model.

There are two kinds of information that are used in the vision system, global and local information. The shape description method using global information is divided into the external shape description based on the shape contour and the internal shape description based on shape area or shape structure. The former ones include the description methods such as Fourier transform and B-spline. The latter ones are the
description methods including quad–trees, skeleton and shape decomposition algorithms. It is impossible to recognize partially occluded and overlapped objects in the methods using global information, and is sensitive to noise. In order to handle these problems, the objects are divided into small partitions and the information of small partitions is used to recognize objects in the local information based vision. In these methods using local information, the problem of inexact boundary segmentation may occur.

Mathematical morphology was proposed by Matheron and Serra, and had developed by Maragos and Dougherty. Mathematical morphology was made use of shape analysis, feature extraction, recognition, image coding, and nonlinear filtering efficiently. Mathematical morphology in image processing is performed on the image feature in visible spatial domain rather than frequency domain. So, the transfer of physical meaning is direct. Also the morphological basic operations based on set theory is easy to be implemented by the logic circuits, and it is possible to process in parallel. In particular, morphological operations can simplify image data preserving their essential shape characteristics and eliminate irrelevancies, and can easily extract geometrical information of image. So it might be useful in the description and representation of image.

MSD has been proposed by Pitas. There are three decomposition methods depending on the construction of primitive elements. These are MSD with maximal inscribable elements, minimum enclosing elements and minimum error elements. In the method using maximal inscribable element the largest homothetic element is formed that can be completely included within the object. In the method using minimum enclosing element, the object is made up of an union of the smallest homothetics that can completely enclose the remainder of the object. The method using minimum error element is designed to minimize the total representation error in which elements may be overlapped. The set of centers for the minimum error element is selected so that the number of points in the set is as small as possible. Pitas proposed object recognition algorithm based on MSD with maximal inscribable elements. This scheme constructs database according to the decomposition of model objects and compare the first decomposed elements of the unknown object with the first decomposed elements of model objects. When the size of structuring element is not equal, it is adjusted so that it is equal. The mass center of each cluster is found and is translated so that the mass center of model image is equal to that of unknown object. After that, it is determined by area differences whether the model object coincide with the unknown object which is rotated by 45-degree units. Repeted calls of this procedure with various model objects are used in order to identify a given object.

In this paper, we propose a new method for object recognition based on MSD. In the proposed method a new tree is constructed which can represent the relations of simple binary shapes in an object. Also, we propose a new shape matching algorithm based on the feature which is obtained from proposed tree. The matching in Pitas's algorithm is determined by area differences between the model object and a rotated target object by 45-degree units. Pitas's algorithm is simple and adequate to the problem of recognizing objects which may be rotated by multiples of 45 degrees with respect to the model objects. However, this recognition scheme fails in case of random degrees of rotations. This disadvantage can be compensated by defining a small angle increments. However this solution may increase computational complexity because the smaller the step produces the more comparison.

Our method does not need to rotate the object to be tested so that it could take less time than Pitas's one. Our method calculates the matching scores based on the information invariant to translation and scaling and rotation. But, we did not get perfect results in the rotated objects in the experiment. The reason is caused by the nature of the discrete grid, which does not support rotation at arbitrary angles and by the fact that there is no a complete disk in discrete grid. MSR proposed by Pitas has an intricate structure so that it might be difficult to calculate matching scores even for a little complex object. But our tree has simpler than MSR to calculate the matching scores.

The organization of this paper is as follow. In section II, the MSD, new tree structure and the corresponding matching algorithm are proposed. The simulation results of 20 test images are shown and examined in section III. In section IV, we made the conclusion.
2. PROPOSED OBJECT RECOGNITION METHOD

2.1 The operations of mathematical morphology

In mathematical morphology, shape transformation can be represented by set operations. The primary morphological operations are dilation, erosion, opening, and closing. Those morphological operations are defined as follows.

1) Dilation
\[ A \oplus B = \bigcup_{b \in B} A_b = \{ x : x = a + b \text{ where } a \in A \text{ and } b \in B \} \]

2) Erosion
\[ A \ominus B = \bigcap_{b \in B} A_b = \{ x : -B + x \subset A \} \]

3) Opening
\[ A \odot B = (A \ominus B) \oplus B \]

4) Closing
\[ A \oslash B = (A \oplus B) \ominus B \]

In eq. (1)-(4), A is the image and B is the structuring element.

In this paper we assume that the structuring elements are symmetric about the origin. Geometrically, the dilation has the effect of expanding an image, the erosion has the effect of shrinking an image, an opening smooths sharp positive edges and eliminates small isolated points, and the closing operation smooths sharp negative edges and fills the gaps of an image.

2.2 MSD (Morphological Shape Decomposition)

MSD, the one of internal description methods of an object is proposed by Pitas. There are three decomposition methods depending on the construction of primitive elements. These are MSD with maximal inscribable elements, minimum enclosing elements and minimum error elements. In the method using maximal inscribable element the largest homothetic element is formed that can be completely included within the object.

MSD using maximal inscribable primitive element is assumed in this paper. In this case, a MSD can be treated as a process finding the skeleton. The problem arises in the shape decomposition because one assumes that objects are defined on \( R^2 \). In most practical case we work objects in digitized images.

Therefore, we have to define the MSD over the Euclidean grid \( Z^n \). Let a subset \( X \) of \( Z^n \) represent a discrete binary image. We assume that \( X \) is nonempty and bounded. One can assume structuring elements as shown in Fig. 1. However, MSD using square and rhombus structuring element is not invariant to rotation. Of course, even though the one using an octagonal and approximated circle is not invariant to rotation, the former one causes worse effect than the latter one in the decomposition of rotated images.

![Fig. 1. Structure elements in discrete space \( Z^n \)](image_url)

MSD decompose an object \( X \) into an union of simple subsets \( X_1, X_2, \ldots, X_{n-1}, X_n \). The number \( n \) and sum of these subsets are finite for a bounded set \( X \). The discrete notion of a simple object is given

5) \( X_i = n_iB = B \oplus B \ominus \ldots \ominus B \)

where \( B \) is a discrete structuring element of size one and \( n_i \) is an integer. \( n_iB \) is a simple element of size \( n_i \). A more general definition of a simple discrete shape is given

6) \( X_i = L_i \oplus n_iB \)

where \( L_i \) is a subset of \( Z^n \) of zero thickness and it consists of lines or isolated points.

Morphological decomposition is performed in the following way. The first set of maximal inscribable disks in the object, that has the maximum radius, is found. The first set of the decomposition is subtracted from the object. Then the second set of the maximal inscribable disks in the remaining of the object, that have the maximum radius, is found. The procedure is repeated until the remainder of object become an empty set. The procedure can be performed
recursively as follows.

\( X_i = ((X - X_{i-1}) \ominus nB) \ominus nB \),

where \( X_i = \bigcup_{0 < j \leq i} X_j \) and \( X_0 = \emptyset \),

until \( (X - X_i) \ominus B' = \emptyset \).

In eq. (7), \( n_i \) denote the maximal size of the inscribable object \( nB \) in the set \( X - X_{i-1} \).

Another formulation of the discrete morphological decomposition can be possible as follows.

\( L_i = (X - \bigcup_{0 < j \leq i-1} (L_j \oplus nB)) \ominus nB' \)

where \( L_0 = \emptyset \) and \( L_i = \bigcup_{0 < j \leq i} L_j \),

until \( L_{k+1} = \emptyset \).

In eq. (8), \( L_i \) is the locus of centers of the maximal inscribable disks \( nB \) in object \( X - X_{i-1} \). An example is given in Fig. 2. In the figure the rectangle is decomposed by using 5+5 circular structuring element.

The discrete morphological decomposition has the following properties:

1. \( X_i \) is bounded by \( X \). In certain cases \( X - X_i \neq \emptyset \).
2. The object \( X_i \) are simple.
3. It is unique, scale and translation invariant, antiextensive, and idempotent.

MSD is invariant to rotation in continuous space. But, the rotation invariance is no longer valid in discrete grid. There are two reasons for this. The first one is due to the very nature of the discrete grid \( \mathbb{Z}^n \), which does not support rotation at arbitrary angles \( \theta \). The second problem is that there is no exact equivalent of a disk in \( \mathbb{Z}^n \).

2.3 The representation of tree structure

MSR proposed by Pitas is a scheme to combine the CSG(Constructive Solid Geometry) and MSD. MSR is not unique. However, if certain restrictions are posed, special cases of the MSR can become unique.\(^{123} \) Its nonterminal nodes represent set operations or morphological operations or rigid solid motions or scaling. The terminal nodes represent either points or lines or structuring elements or rigid motion arguments or scaling factors.

MSR has an intricate structure so that it might be difficult to represent an object even for a little complex object. But, our tree has more simple structure than MSR and is unique under certain restrictions. The relations of simple binary shapes obtained after decomposing an object shows how the body of object is related to the remaining decomposed components.

The generation procedure of our tree which represents the relations of primitive decomposed objects is as follows. In the first step, the line set \( L_1 \) (or mass center) is generated by MSD and the body \( (X_1) \) of object is produced by dilating \( L_1 \). In the second step, it is examined whether the line sets (or mass center) generated in next step is included in the subimage produced by MSD in previous step. If the line sets is included in the subimage, these are inserted into the child of previous node. Otherwise, it is inserted under the finding node after it is compared to the previous steps until searching for the subimage to be involved. In this step, the separating subimage including maximal inscribable disk is inserted into the comparing list. This comparing list is referred after this step. The second step is repeated until the remainder of the object is an empty set.

The tree structure generated by this method has the shape that the decomposed elements are arranged around the node for a body of the object. But the decomposition levels (the order of decomposition in the procedure) are not always equal to the tree levels. The decomposition levels can be used as a weighting parameter for calculating matching score. A node of our tree is shown in Fig. 3.

\[
\begin{array}{ccc}
X - X_{i-1} & L_i & X_i \\
\text{i=1} & - & - \\
\text{i=2} & - & - \\
\end{array}
\]

Fig. 2. Shape decomposition of rectangle image
In Fig. 3, the relative angle is calculated by using the mass center of child nodes assuming the mass center of parent node is at the origin. The set of approximated circles or the set of octagons can be used as structuring elements. The type and size of structuring element and the relative angle are possible to be used as the feature of the object recognition. The tree of Bongoa brand name of Korean car) is described by the tree in Fig 4. In this figure, the only tree level and decomposition level are represented on account of the limited space.

\[
MS_i = \left\{ \frac{1}{1 + \frac{1}{k(N_i - N_j)}} + \frac{1}{1 + \frac{1}{k(N_i - N_j)}} \right\}^{1.5}
\]

(10)

where \( i \) is the shape decomposition level, \( j \) is the tree level, and \( k \) is a constant. In the simulation we set \( k = 5 \). In eq. (10), \( N_i \) and \( N_j \) represent the number of children nodes of a model and input object at the current nodes to be compared, respectively. In eq. (10),

\[
d(x, y, z) = \min \{ |x - x_1| + |y - y_1| + \ldots + |z - z_1| \}
\]

(11)

for all combined pairs of children nodes one from the model object and the other from input object, where \( \theta \) is the relative angle to the parent node.

Step 3. Find the model that has the maximum matching score among the survived model in Step 2.

The rationale behind Step 2, is that the model that provides the smaller matching score at the higher level of tree is removed in the subsequent matching to save the unnecessary matching time. Note that the matching score becomes large when the difference of the number of children nodes between input and a model object. Also, note that the relative angles to the parent node in a model is matched to those in input object and the corresponding matching score gets large value when the angle difference becomes small. In the angle comparison, the number of children in a model does not coincide with that of input object. In that case, we permute the angle of children in such a way to get the minimum distance in eq. (11). Also as we see in eq. (10), the matching score is weighted in such a way that the primitive components that larger area (the higher decomposition level) heavily contributes the matching score.

2.4 Matching algorithm

In order to perform matching, we construct the database using feature information of model objects. One can discriminate a unknown object by matching to the stored model objects. The proposed algorithm is as follows.

Step 1. Decompose the input object and obtain the corresponding tree in which feature information is included at each node.

Step 2. Compare the tree of the input object with that of the model objects from the root node. If the matching score of a model is sufficiently small at a node, then remove the model in the next comparison. Otherwise repeat this step. In this step, the matching score is calculated by

3. RESULTS OF SIMULATION

The SDT-200 work station was used in the experiment. The images that are used in the simulation are the 256×256 binary images of 5 kinds...
of Korean-brand automobiles: Bongo, Stellar, Korando, Pride-beta, Truck. Each automobile image is rotated, translated, and scaled to make 20 images. The original image of Bongo is shown in Fig. 5 (a). Fig. 5 (b) shows the shape decomposed image up to decomposition level 3 using octagonal structuring elements. Fig. 5(c) shows the same image decomposed up to level 6.

![Original images and shape decomposed images of Bongo](image)

Fig. 5. Original image and shape decomposed image of Bongo

After 5 original images are decomposed by using octagonal structuring elements (or the approximated disks), we generate the trees by using the proposed method in Section 2.3. Each node of the generated trees includes the feature informations. The matchings between the generated tree of the original object and that of each scaled, translated, and rotated objects are performed according to the matching algorithm in Section 2.4. In Fig. 6, the rotated, scaled, and translated images of Bongo are represented.

![Translated and scaled images of Bongo](image)

Fig. 6. Transformed images of Bongo

![Matching scores of input object and model object](image)

Fig. 7. Matching scores of input object and model object

In Fig. 7, the matching scores are tabulated in case that the octagons are used as structuring elements. We calculated the matching score up to tree level 3 because a good recognition rate is obtained even though it is not calculated up to the bottom level. We obtained 95 percentages of correct recognition ratio. The perfect recognition was obtained in the translated and scaled objects. However, the rotated Stellar image was not correctly recognized. There are several reasons for the incorrect recognition. The first one is the very nature of the discrete grid $\mathbb{Z}^n$, which does not support rotation at arbitrary angles $\theta$. The second one is that there is no exact equivalent of a disk in $\mathbb{Z}^n$.

Two scaled images were incorrectly recognized when we use a set of approximated circles as structuring elements. In rotation, we could get better result than the one using an octagonal structuring element, because an approximated circle becomes more close to an circle than an octagonal. For scaled objects the result was worse than the one using octagonal structuring elements. This reason is that it
is hard to obtain the set of discrete approximated circles, in which a circle is just the scaled version of the other differently from the set of octagons.

The recognition rate was not good for the noisy image without preprocessing. In this experiment, each original image was corrupted in such a way that 20 percentages of the boundary was dislocated in a small distance. After preprocessing the noisy image by opening-closing filter, three rotated images and two scaled images were incorrectly recognized. One can realize that MSD using maximal inscribable element has a prominent flaw when the noise make the boundary intruding an object.
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