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Abstract

In this paper, a new method to get the optimum channel capacity of a Multiple-Input Multiple-Output (MIMO) system is presented. The proposed method exploits the diagonal structure of channel matrix in order to maximize the channel capacity. The diagonal format of the channel matrix is formed by multiplying the transmitted signal with the precompensated channel (PCC) matrix. Numerical simulations show that the proposed method exploiting the diagonal structure of channel matrix could significantly increase the system capacity compared with the system without applying the diagonal structure of channel matrix.

I. Introduction

The blooming development of the next-generation wireless systems are required to have high quality of service and to support the multimedia communication as well. In other words, the systems are supposed to have better quality, larger coverage, and be more powerful and very bandwidth-efficient. To solve these issues, a lot of technologies have been proposed to meet the demand of more advanced systems in both quality of service and capacity efficiency. And recent information theory results have demonstrated an enormous capacity potential of the wireless communications in which multiple antennas at both transmitter and receiver are used [1] (so called Multiple-Input Multiple-Output system - MIMO). In particular, the MIMO systems, using the multiple antennas at both sides, can efficiently exploit not only the time and frequency domain but also spatial domain [2]. Thus, the data rate is literally multiplied, at no cost in bandwidth or power, by exploiting a simultaneous transmission. Consequently, several antennas can send independent signals over the same frequency and time slots and the systems promise a linear increase of the system capacity according to the increase of number of transmitter/receiver (TX/RX) antennas. Several MIMO systems have been examined in [2]-[6]. In [5], the MIMO system exploits the singular value decomposition to increase the system performance. The MIMO system capacity has been considered with the aid of Space-Time Code in [6] where a relatively complex signal processing, known as BLAST algorithm, is implemented to increase the system capacity and performance as well.

In this work, we exploit the diagonal structure of the channel matrix to get the optimal high channel capacity. The main point of the proposed approach is to transform the channel matrix into diagonal one by multiplying the transmitted signal with a weight matrix. The remainder of the paper is organized as follows. The System model and signal formula are described in section II. In section III, the proposed pre-compensated channel matrix is presented. The numerical simulations for verifying the proposed approach are illustrated in section IV. Finally, section V concludes this paper.

II. System model

Let us consider a general MIMO wireless system model as depicted in Fig.1, in which the number of transmitter (TX) antennas is N and that of receiver (RX) antennas is M. In general, the signals of the TX antennas are transmitted over M different single-input multiple-output channels, i.e. the signals from one of N TX antennas are transmitted over M different paths to reach the RX antennas.

![Fig.1 Wireless MIMO systematic scheme](image)

Let us denote the vector $h_i(t, r)$ as the communication channel vector at the time $t$ from the $n$-th TX antenna to every RX antenna, so we can rewrite it as follows:

$$h_i(t, r) = [h_{i,0}(t, r) \ h_{i,1}(t, r) \ldots h_{i,M-1}(t, r)]^T$$  \ (1)

In the equation (1), is channel gain between the $n$-th TX antenna and the $i$-th RX antenna, and $t$ is delay time of transmission over that channel. The received signal vector is achieved by a superposition of signals transmitted over N TX antennas as the following equation:

317
\[ x(t) = \sum_{n=0}^{\infty} \sum_{k=-\infty}^{\infty} s_n(k) h_n(t, t - kT_s) + i(t) + n(t) \]  
where \( i(t) \) represents the interference and \( n(t) \) is the noise vector, \( T_s \) is the symbol duration, \( s_n(k) \) denotes the transmitted symbol from the n-th TX antenna. 

After sampling the received signal, the discrete time representation of (2) is given:

\[ x(nT_s) = \sum_{n=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} f(t(nT_s)) h_n(nT_s, (n-l)T_s) + i(nT_s) + n(nT_s) \]  

(3)

The equation (3) can be re-expressed in matrix formulation as follows:

\[ x(n) = H(n) s(n) + i(n) + n(n) \]  

(4)

Herein, \( H(n) \) represents the channel matrix given as:

\[ H(n) = \left[ b_1(n), b_2(n), \ldots, b_N(n) \right]^T \]  

(5)

where the elements of matrix in the equation (5) defines the channel vector through which the signal is transmitted from the n-th TX antenna to all RX antennas as given in (1).

The general expression for MIMO channel capacity on the system of N TX antennas and M RX antennas with AWGN is given [1], [3]:

\[ C = \log(Q_{\mathrm{ord}} (\det(I_M + \frac{1}{\sigma^2} H H^T))) \text{ (bits/s/Hz)} \]  

(6)

where \( Q_{\mathrm{ord}} \) is the autocorrelation matrix of received signal, \( I_M \) is the unity matrix, \( H \) is channel matrix given in (5), and \( \sigma^2 \) is the noise power. If the transmitted power has uniform distribution, the capacity can be rewritten as [3]:

\[ C = \log(Q_{\mathrm{ord}} (\det(I_M + \frac{\rho}{N} HH^T))) \text{ (bits/s/Hz)} \]  

(7)

In the above equation, \( (*) \) denotes the complex conjugate transpose and \( \rho \) is the signal to noise ratio (SNR).

III. Proposed method

From the model of MIMO system as illustrated in Fig.1, if the channel matrix is a diagonal one, i.e. each transmit antenna has its own link to the corresponding receive one, the channel capacity will be likely increased in proportion with the number of antennas. As a result, the system capacity can be several-fold of the SISO. Therefore, we introduce a matrix (so called pre-compensated channel (PCC) matrix) whose combination with the channel matrix is a diagonal one. We define the PCC matrix is \( M \), and then the condition is needed to satisfy our approach given as:

\[ H^T M = \text{diag}(\lambda_1, \lambda_2, L, \lambda_T) \]  

(8)

where \( \lambda_i (i=1,2,\ldots,T) \) is a certain real number, and \( T \) is the rank of channel matrix \( H \). In our proposed method, \( \lambda_i \)'s are chosen to be unit.

Then MIMO system can be formulated as follows:

\[ x(n) = I_{\text{int}}(n) s(n) + n(n) \]  

(9)

where \( I_{\text{int}}(n) \) is unity matrix with dimension of minimum of the number of TX/RX antennas.

In our proposed approach, the solution of (8) is found out by normal arithmetic algorithm. It is assumed that the channel matrix \( H \) is perfectly known at the transmitter. In practice, we can divide the communication process into the following two sessions: (i) the training session and (ii) transmitting session. The training session is to be implemented in a short time before or periodically during the communication process. In this duration, the channel matrix is estimated to solve the equation (8) to get PCC matrix. After a short time of training, the real transmitting data is to be implemented. In this duration, the transmitting data is first multiplied to the PCC, and then transmitted over channel.

IV. Numerical simulations

In the simulation, we apply the proposed method for the MIMO wireless system shown in the Section II. The modulation scheme is assumed to be binary, i.e. BPSK. The system capacity with and without applying PCC is presented in Fig.2. In this figure, the different formats of channel matrix are formed by using PCC. It can be seen that the system without using PCC (random channel, i.e. all elements of channel matrix are randomly generated) has the smallest capacity, whereas the system with perfectly compensated PCC (perfect diagonal channel matrix) has the largest one. If the PCC is used to combine with channel matrix to form a matrix in which all the diagonal elements are units where the other elements are Gaussian-distributed, the system capacity is also increased slightly as compared to the case without using PCC.

Fig.2: MIMO Channeal capacity comparison between the cases with/without using PCC matrix. The number of TX and RX antennas are 2 and 2 respectively.
In Fig.3, we consider the system capacity as a function of SNR when the number of TX/RX antennas varies. As expected, for the MIMO system with more TX and RX antenna elements, the system capacity increases dramatically. For instance, when the number of the TX antennas and the number of RX antennas are 3 and 3, the system capacity is roughly twice as large as the case when the corresponding parameters are 2 and 2. However, we also can see that the reasonable drawback of the proposed approach is that the system capacity increases just slightly if the number of TX (or RX) increases while that of RX (or TX) stays the same.

V. Conclusion

The paper has presented a simple approach to increase the MIMO system capacity. In the proposed approach the diagonal structure of channel matrix is exploited to increase the channel capacity. By using the pre-compensated channel matrix, we can form independent parallel channels over MIMO system, thus several antennas can transmit simultaneously independent signals and the system can gain the optimal high capacity. A drawback of the proposed method is the complexity associated with the solving process of the equation (8). However, it is expected that more powerful processor developed recently may be able to eliminate this issue easily. Therefore, the proposed method seems highly feasible and promising for the future real-time wireless applications.
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