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요약
본 연구는 데이터베이스의 고객센터를 이용한 새로운 설계로의 SAN활성화를 견고하게 만들어진 SAN활성화와 백업 시스템을 산중에서의 활용을 목적으로 하여 설계해 보는 것이 가장 적합한 해결책이 되었다. PROCEDUREを実行することで SAN활성화, 백업 시스템을 설계해 보는 것이 가장 적합한 해결책이 되었다.}

1. 서론

기관에 있어서 중요한 자산이다. 그 정보를 안전하게 보관하는 것은 성공의 중요한 요소이며, 백업 저장 관장은 그 정보를 보호하는 핵심 요소이다. 그런데 기존의 저장 시스템은 주로SCSI(Small Computer System Interface) 끌어올 때 개선된 수의 저장 장치가 서버에 연결되어 있기 때문에 시스템을 관리하는데 있어 특별한 기능을 요구하지 않았지만 데이터의 증가에 따라 서버에 많은 부하를 주게 되었다. 이러한 문제로 네트워크 저장 장치를 직접 연결하여 여러 컴퓨터들이 이 저장시스템을 공유할 수 있도록 해주는 SAN이라는 새로운 개념의 저장 환경이 대두되었다. SAN은 개별적으로 연결되던 저장 시스템을 별도의 전용 네트워크에 연결해 중앙 집중적인 관리가 이루어지도록 하여 데이터의 신속한 접근, 데이터의 가용성 향상, 데이터 손실의 가능성을 배제하는 높은 신뢰성을 제공함으로써 새로운 시스템 구조로 동정하였다.

2. SANtopia 백업 시스템

SANtopia 백업 시스템은 SAN 환경을 기반으로 하는 클러스터 백업 시스템이며 64비트 아드레스를 지원하는 시스템으로 ESX스테드(1KB~64KB)를 할당의 기본 단위로 한다. 이 시스템은 논리 볼륨 관리자를 하부 계층으로 사용하며, 클라이언트/서버 모델의 공유 백업시스템과는 구별되는 대등 관계 모델의 공유 백업 시스템이다. SANtopia가 동작하는 시스템 환경은 데이터, JBOD, RAID 및 백업 장비와 이를 이용하기 위한 호스트들의 하드웨어 채널로 연결된 SAN 환경에서 각 호스트에서 수행되는 Linux 운영 체제에 포함된 시스템 소프트웨어이다.

3. SANtopia 백업 시스템의 전처리 구조

본 시스템의 구조는 클라이언트와 백업 서버 구조로 동정하였다.
조의 모델을 취하고 있다. 클라이언트는 플랫폼에 중속적이지 않도록 중립성과 이식성을 고려해서 자바 언어로 개발, 어느 플랫폼에서도 백업 대론에 접속할 수 있도록 하였다. 백업 대론은 SAN 환경에 연결되어 있는 호스트에 항상 상주하도록해서 클라이언트로부터 접속 및 요구를 처리하도록 하였다. 또한 백업 서버는 SCSI-3 Extended Copy Command를 지원하는 장비의 경우 데이터의 이동이 서버를 거치지 않는 Serverless 백업을 구현하도록 하였다. 전체적인 시스템 구조는 다음과 같다.

<그림 1> 백업 시스템의 전체적인 구조

4. 백업 서버 구조
백업 서버는 크게 5가지 모듈로 나뉘져 있다. 각각의 모듈은 첫째 클라이언트로부터 각종 요구와 백업 및 리스토어 정보, 스크립팅에 관한 정보 등을 요구하고, 서비 쪽에 필요한 정보를 전송하는 네트워크 모듈이 있고, 두 번째로 네트워크 모듈로부터 필요한 정보를 받아서 실제적인 백업을 담당하는 백업 모듈, 세 번째로 백업한 것을 원래의 디스크로 복원하는 리스토어 모듈이 있다. 네 번째로 미리 정한 백업 정책에 따라 실행을 시킬 수 있도록 스크립트를 관리하는 스크립팅 모듈, 다섯 번째로 지금까지의 모듈에서 작동한 내용이나 작업을 위해 생성된 정보를 저장하기 위한 로그 모듈로 나뉘져 있다.

<그림 2> 백업 시스템의 전체적인 구조

4-1 백업 서버의 기능
백업 서버는 클라이언트 요청이 있을 경우 백업 서버가 바로 있는 호스트의 파티션 정보 및 지금까지 백업을 수행했던 기록 그리고 호스트의 스크립팅 정보를 클릭하여 정보를 제공해준다. 본 백업 서버의 주된 기능중 하나는 호스트의 디스크를 전체 혹은 부분적으로 파티션별로 백업을 하고 리스토어 하는 것이다. 그리고 클라이언트/백업 서버 모델을 취함으로 원격에서의 관리를 지향했으며 자바 인터페이스를 도입 확장성과 이식성을 높였다. 또한 보다 빠른 백업을 구현하기 위해 하위 레벨의 전송 구조의 SCSI 프로토콜을 사용하여 서버의 메모리를 경유하지 않고 SAN 환경에 직접 작동하는 디바이스들 간에만 데이터를 전송할 수 있도록 했다.

<그림 3> SCSI-2 명령어의 호름 및 데이터 호름

4-2 네트워크
네트워크 모듈은 클라이언트와의 연결 응용을 만 들어준다. 클라이언트와 백업 서버 사이의 통신은 TCP/IP를 기반으로 하는 소켓(socket)을 사용한다. 클라이언트가 백업 서버 프로세스에 연결 및 단찰을 수행하고 클라이언트나 서버 모두의 요구사항이나 실행 결과를 메시지 형태로 상대방 측으로 전달한다. 그러나 서비 쪽은 C로 구현하고 어디디렉토리든 자바로 구현되었기 때문에 서로 다른 언어 사이의 통신은 네트워크 아이트 순서가 중요시된다. 따라서 자바와 C프로그래머 사이에서 데이터를 주고받으려면 기본 유형으로 주고받아야만 한다.

4-3 SCSI 명령어
SCSI 명령어의 수행은 스카시 키드블록(SCSI Descriptor Block)을 초기화하는 부분과 이 명령어를 가지고 스카시 블록 디바이스 드라이버의 시스템
호출을 한다. 스카치 커맨드(cmd)의 길이는 첫 번째 필드의 값으로 정해진다. 백업 수행은 백업 데이터에 의해서 요구된 파티션 백업을 수행하게 된다. 이때 사용되어지는 스카치 커맨드는 READ(10)과 Write(10)이다. 백업 수행 루틴은 우선 지정된 파티션에 대한 장치 파일을 찾고 있으면 그 장치 파일을 open해서 파일 디스크립터를 얻는다. 이후 READ_CAPACITY 커맨드를 이용하거나 ioctl에 BLKGETSIZE의 파라미터를 이용하여 장치 파일의 총 논리 블록 어드레스를 얻는다. 블록 어드레스를 찾는 이유는 해당 개수의 맵 월도를 돌면서 백업을 하기 위해서이다. 이후 위에서 언급한 스카치 커맨드 수행에 필요한 절차를 마친 후 완성된 CDB를 ioctl 시스템 호출을 이용, 백업을 수행하게 된다.

5. 백업 시스템 어플리케이션
5-1 UseCase Diagram

<그림 4> 백업 시스템 클라이언트의 UsecaseDiagram

Backup System의 Client는 백업 시스템 관리자에게 백업 시스템의 Graphical한 화면 Interface를 제공해주며, Client-Server 환경에서 백업서버에 TCP/IP 기반의 Socket을 이용한 접속을 위해 서버의 주요 정보(IP, Port Number, User ID, Passwd 등)을 설정하고, 실제적인 연결을 설정하며, 백업에 필요한 여러 가지 Tool을 제공한다.

5-2 클래스 다이어그램
1) 연결 클래스
클라이언트와 서버의 연결은 TCP/IP 프로토콜을 사용하여 연결하게 되는데, 이때 클라이언트에서 필요한 서버의 정보는 미리 설정되어 있다. 먼저 서버에 정보를 입력하여 소켓을 만들어 서버와의 연결을 설정하게된다. 일단 서버와의 연결이 성공하면

이어서 문제없이 올바르게 설정되면, 초기 정보들인 서버의 현재 파티션 정보와 그간의 백업로그 정보를 요청하여 이를 얻어오게 된다. 다만, 이에 대한 처리는 다시 Read_partition 클래스와 Read_BackupLog 클래스들에게 위임하게 된다.

2) 백업 클래스
이 클래스는 백업 실행을 위한 파티션 정보를 이미 저장된 클래스에서 리스트박스로 불러 보여주고 이를 선택함으로써 수동적인 백업을 가능하게 만들어 준다. 이 클래스 하나로 여러 타입의 백업 실행의 요청을 처리할 수 있도록 한다.

3) 복구 클래스
시스템이 예기치 않은 내부 오류나, 외적인 재해나 재난으로 인하여 데이터를 복구해야 할 일이 발생시에 관리자는 이 기능을 이용하여 복구할 수 있다. 복구는 그로써 있는 일이 아니고, 흔히 있어 서도 안되는 일이므로 자동화된 Tool 보다는 수동으로 효과적으로 복구를 해야한다.

4) 전체적인 클래스 다이어그램은 아래와 같다.

<그림 5> 클래스 다이어그램
6-2 Backup 메뉴
Backup 메뉴 바의 종류는 다음과 같다.
► Connect to Server - 백업에 관련된 정보를 전달하기 위하여 서버에 접속한다.
► Manual Backup - 백업할 종류를 선택한다.
► Automatical Backup - 스크줄링 정보에 따라 백업하기 위한 환경을 설정한다.
► Exit - 백업 어플리케이션을 종료한다.

5-3 Backup 정보
백업할 데이터가 존재하는 파티션을 선택한다.
► Source Partition - 백업할 데이터가 존재하는 스토리지의 파티션을 선택한다.
► Target Partition - 백업해야할 다른 스토리지의 파티션을 선택한다.

5-4 작업예약
스케줄링 정보를 입력한다.
► Configuration에서 Schedule을 누르면 작업 예약을 할 수 있다.
► 선택 - 백업을 예정한 시간에 한번만 할 것인지, 매번 할 것인지 체크한다.
► 년도를 선택하고 달과 월, 시간을 선택한다.
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