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요 약

웹드 웨이드의 검색 시스템에 대한 최근의 연구들은 링크정보가 내용정보와 함께 검색 시스템의 성능 향상에 커다란 도움을 주고 있다는 것을 증명하고 있다. 본 연구에서는 링크정보를 이용한 단어의 연구들을 살펴보고, 링크정보와 내용정보를 결합한 알고리즘들을 분석한다. 그리고 결합 알고리즘들을 크게 두 가지로 분류하고, 일반화된 모델을 제시한다.

1. 서론

인터넷 검색 엔진의 문서 순위 결정 전략으로 크게 두 가지가 사용되어 왔다. 하나는 사용자의 질의에 대하여 각각 문서의 단어 수직 정보를 이용하는 전략이다. 이는 문서의 내용이 그 문서의 가중치 를 결정짓는 요소가 되는 전략이다. 다른 하나는 사용자의 질의에 대하여 각각 문서에 포함된 링크 정보를 이용하는 전략이다. 이는 문서의 링크가 그 문서의 가중치를 결정짓는 요소가 되는 전략이다.

Content 정보를 이용한 알고리즘은 사용자의 질의 내용이 자세히 모든 단어를 포함하고 있을 때 좋은 성능을 나타내고, 링크정보를 이용한 알고리즘은 일반적으로 사용자의 질의에 포함된 단어의 의미가 정보와 단어의 수가 적을 때 좋은 성능을 나타낸다.

그러한 장단점을 이용하여 최근에는 위의 두 가지 전략을 결합하여 사용한 다양한 연구가 진행되고 있다. 실제로 각각 전략을 결합한 알고리즘들은 각각의 전략을 이용한 알고리즘보다 좋은 성능을 보인다는 것이 입증되고 있다.

본 연구에서는 링크정보와 내용정보의 결합을 통해 개선 알고리즘들을 분석하고 결합 알고리즘에 대한 일반적인 모델을 제시한다.


2. 관련 연구

링크 정보를 이용한 연구는 크게 지역적 링크정보 연구와 전역적 링크정보 연구로 나눌 수 있다. 지역적 링크정보 연구로는 Kleinberg의 HITS 알고리즘[2]이 대표적이다. HITS 알고리즘은 검색시스템이 사용자의 질의에 대한 결과로 제공하는 초기 문서

2.1 Kleinberg의 HITS 알고리즘[2]
Kleinberg의 HITS 알고리즘은 사용자의 질의에 대하여 초기 검색 시스템(내용기반 검색 시스템)을 이용해 결과 문서 집합을 구하고, 그 문서 집합과 연결된 문서들을 포함하는 확장된 문서집합을 구한다. 그리고 확장된 문서집합에 있는 문서들에 대해서 authority값과 hub값을 다음과 같이 계산하게 된다.

$$H(p) = \sum_{u \in S \cap p \neq p} A(u), \quad A(p) = \sum_{v \in S \cap p = p} H(v)$$

[수식1] Kleinberg : Kleinberg 의 HITS 알고리즘
위의 수식을 통해서 각 문서에는 authority값과 hub값이 구해지게 된다. 높은 authority값을 갖는 문서는 사용자의 질의와 밀접한 관련이 있는 문서이고, 높은 hub 값을 갖는 문서는 사용자의 질의와 밀접한 관련이 있는 문서들을 많이 링크하고 있는 문서이다.

HITS 알고리즘에서는 위의 수식에서 도출된 authority값이 높은 문서들이 일반적으로 사용자의 질의와 더욱 관련성이 높다고 보고 있다.

2.2 Google 검색엔진의 PageRank 알고리즘[3][4]
Google 검색엔진의 PageRank 알고리즘은 사용자 가 인터넷상에서 입력한 문서를 열어 보는 것으로 가정하고 있다. 현재 사용자가 열어보고 있는 문서에 있는 링크를 통해서 다른 문서를 열어볼 확률은 q, 문서 내에 있는 링크와 관계없이 사용자가 직접 주소를 입력하여 다른 문서를 열어볼 확률은 1 - q라고 하고, Pr(a)는 어떤 문서 a가 가지고 있는 링크의 개수이며 문서 a는 문서 p를부터 p로까지의 링크를 링크하고 있다고 가정할 때, 어떤 문서 a의 PR값은 다음과 같이 정의된다.

$$PR(a) = q + (1-q)\sum_{p} PR(p) / C(p)$$

[수식2] Google : Google의 PageRank 알고리즘
PageRank 알고리즘은 위의 수식을 이용하여 문서 전체에 대하여 PR값을 모두 구하고, 사용자의 질의에 대하여 초기 검색 시스템(내용기반 검색 시스템)을 이용해 검색된 결과를 PR값의 가중치에 따라 사용자에게 돌려주게 된다.

3. 링크정보와 내용정보를 결합한 알고리즘
링크정보와 내용정보를 결합한 알고리즘은 매우 다양한 시각에서 접근되고 있다. 크게는 내용정보 검색 시스템에 링크정보를 이용해 가중치를 조절하는 방법과 링크정보 검색 시스템에 내용정보를 이용해 가중치를 조절하는 방법으로 구분할 수 있다.


3.1 내용정보 검색에 링크정보를 이용한 알고리즘
내용정보 검색에 링크정보를 결합시킨 알고리즘은 대부분 내용정보 검색에서 검색된 문서들을 순위화하기 위해 사용되는 가중치에 링크정보를 이용한 알고리즘을 검토하고 있다.

3.1.1 Kraaij의 알고리즘[5]

Hiemstra가 제안한 Language Model에서는 문서가 질의와 관련될 확률을 다음과 같은 수식으로 표현하고 있다.

$$P(D | Q) = \frac{P(D)P(Q | D)}{P(Q)}$$

[수식 3] Hiemstra : Language Model
Kraaij는 문서가 질의와 관련 있을 확률 값에 대해
3.2 링크정보 검색에 내용정보를 이용한 알고리즘

링크 정보를 이용한 알고리즘에 결정한 알고리즘들은 Kleinberg의 HITS 알고리즘을 기반으로onga, 줄어서 구현하기 가능하나, PageRank 알고리즘을 구현할 때 내용정보를 반영하고 있거나 PageRank 알고리즘을 구현할 때 내용정보를 반영하고 있다.

3.2.1 Chakrabarti의 알고리즘

Chakrabarti는 Kleinberg의 HITS 알고리즘에서 authority값과 hub값을 구할 때 링크된 문서들 간의 내용정보가 반영되지 않음을 지적하고 있다. Chakrabarti는 내용정보를 반영하는 방법 중 하나로 링크 주변에 있는 영역에서 엑터스트는 이용하고 있다. 엑터스트는 웹 문서에서 다른 문서로 링크가 되어 있는 부분의 주변에 있는 단어들의 집합을 의미한다.

Kleinberg의 HITS 알고리즘에서는 두 문서가 링크 되어있을 때 authority값이나 hub값을 링크의 개수를 이용하여 구하려고 한다. 그러나 Chakrabarti는 연결하고 있는 문서의 영역에서 포함되어있는 단어정보를 이용하고 있다. 문서 $p$가 $q$를 링크하고 있을 때 링크의 가중치는 다음과 같이 표현한다.

\[ W(p, q) = 1 + n(t) \]

3.2.2 Richardson의 알고리즘

Richardson의 알고리즘은 PageRank 알고리즘을 기반으로 하고 있다. PageRank 알고리즘은 사용자가 임의로 문서를 열어볼 확률 값을 이용해 문서의 가중치를 계산한다. 그런데, PageRank 알고리즘에서는 사용자가 문서를 열어볼 확률을 임의로 정해주기 때문에 실제 사용자가 문서를 열어볼 확률과는 크게 차이가 나게 된다. 이에 대하여 Richardson은 사용자가 문서를 열어볼 확률을 임의와 관련 있는 문서에 대해서 더 높게 부여하고 있다.
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4. 결합 알고리즘의 일반화

내용정보와 링크정보의 결합 알고리즘들은 허당한 두 가지 요소를 이용하고 있다. 하나는 문서와 문서 사이에 존재하는 링크정보이고, 다른 하나는 문서와 문서의 내용정보의 유사도이다.

[그림 2] 결합 알고리즘의 요소
결합 모델은 다음과 같이 두 가지 형태로 일반화 할 수 있다. 하나는 문서와 문서 또는 문서와 다른 문서 사이의 유사도를 계산할 때 링크정보를 반영하는 형태이고(수식7), 다른 하나는 문서간의 링크의 가중치를 계산할 때 문서와 문서사이의 유사도를 반영하는 형태이다(수식8).

\[
\text{newSim}(D_1,D_2) = \text{sim}(D_1, D_2) \cdot \text{linkinfo}(D_1, D_2)
\]

[수식7] 유사도에 링크정보 반영
(‘·’는 결합의 의미를 갖는 연산자)

\[
\text{linkWeight}(D_1,D_2) = \text{sim}(D_1, D_2)
\]

[수식8] 링크 가중치에 유사도로 반영

5. 결론

될과의 웹 환경은 계속해서 많은 문서들이 생성되고 있으며 그에 따른 링크정보도 계속해서 생성되고 있다. 이런 환경에서 검색 시스템은 단순히 문서의 내용정보만을 이용해서는 좋은 결과를 보일 수 없다. 그로 인해져서 링크정보를 이용한 다양한 알고리즘들이 연구되었다. 그러나 단순히 링크정보만을 이용한 알고리즘들이 한계점에 부딪히고, 내용정보와 링크정보를 결합한 알고리즘들이 연구되고 있다.

본 논문에서는 내용정보와 링크정보를 결합한 알고리즘들을 분석하고, 그에 따른 일반화된 모델을 제시하였다.

6. 향후 과제

향후과제로는 본 논문에서 분석한 알고리즘들을 대하여 일반화된 실현 데이터를 이용하여 실현해 보고 결과를 분석하고자 한다. 또한, 본 논문에서 제시한 일반화된 모델을 이용하여 내용정보와 링크정보를 이용한 개선된 알고리즘을 연구하고 실험해 본으로써 일반화된 모델의 효용기지를 판단해 보고자 한다.

참고문헌