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요 약
본 논문은 잡음환경 하에서의 효율적인 문맥의존 음향모델 구성에 대한 기초연구로서 잡음환경 하에서의 유사음소단위 수에 따른 연속 음성인식 성능을 비교, 평가한 결과에 대한 보고이다. 기존의 연구들[1,2]로부터 연속음성 인식의 경우 문맥존속모델은 변이음속을 고려한 39유사음소를 이용한 경우가 48유사음소를 이용하는 것보다 더 좋은 인식성능을 나타내었다. 이 연구 결과를 바탕으로 본 연구에서는 잡음환경에서도 효율적인 문맥의존 음향모델을 구성하기 위한 기초 연구를 수행하였다. 다양한 잡음환경을 고려하기 위해 White, Pink, LAB 잡음으로 실험원이 주위에 주변 사운드 수위에 따라 연속음성인식 실험을 수행하였다. 그 결과, 39유사음소를 이용한 경우가 48유사음소를 이용한 경우보다 clear 환경인 경우에 이 7%와 17% 이상한 단어인식률과 문장인식률을 얻을 수 있었으며, 각 잡음환경에서의 39유사음소를 이용한 경우가 48유사음소를 이용한 경우보다 평균적으로 17%와 28% 이상한 단어인식률과 문장인식률을 얻을 수 있어 39유사음소 단위가 한국어 연속음성인식에 더 적합하고 잡음환경에서도 유용함을 확인할 수 있었다.

1. 서론

실제 연구 환경은 매우 다양한 형태로 나타난 잡음 환경의 영향을 받게 된다. 그러므로 연속음성인식에서는 최적의 인식단위 선정뿐만 아니라 잡음환경을 고려한 음
성 데이터베이스를 사용할 필요가 있다[9]. 인식의 기본단위로서 기존의 틀록형모델에서 사용된 음소간의 변이 정보를 포함한 48유사음소단위와 변이정보를 제외시켜 음소단위에 가깝게 재정의 39유사음소단위를 기준으로 각각 틀록의 음직 모델을 작성하여 최적의 인식단위를 고려할 필요가 있다[5]. 따라서 학습 데이터에 점점 온반응을 고려하여, 3가지 점학(White, Pink, LAB)을 신호 대 검음비(Signal to Noise Ratio) 5dB, 10dB, 15dB 레벨로 응용에 부가하여 연속응용 데이터베이스를 사용하되록 했다. 이러한 다양한 환경을 고려한 데이터베이스를 사용하여 틀록의 음향모델 작성방법인 HM-Net으로 연속응용인식에 적합한 음소 수에 대해 검토하고자 한다.

본 논문의 구성은 다음과 같다. 2장에서 연속응음인식을 위한 기본 인식단위를 정의하고 3장에서 실험에 사용된 장음이 부가된 음성데이터베이스에 대해서 설명한다. 4장에서는 인식실험을 통해 유사음소 단위별 인식결과를 검토하고, 마지막으로 5장에서 결론을 맺도록 한다.

2. 연속응음인식을 위한 기본 인식단위

유사음소 단위는 최소 인식단위로 많이 사용되며 기존적인 음소에 변이음을 포함하고 있는 음소이다. 음향학적 및 음성학적 유사성이 큰 경우에는 음소와 유사음소 단위는 동일하게 취급될 수 있지만 그렇지 않을 경우에는 큰 차이가 있다. 48 유사음소는 틀록형 음향 모델을 작성할 때 기본 음소만으로는 부족한 음성적인 변이음을 추가하여 정의할 것이다[8]. 하지만 틀록의 음향 모델인 HM-Net 음향 모델은 음속 데이터에 나타나는 수많은 변형 및 후행음소가 결합되어 다양한 종류의 변이음 모델이 자동 생성되기 때문에 기본 음소 단위에 변이음을 추가할 필요성이 없게 된다. 그러므로 틀록의 음향 모델을 작성하기 위한 변형 및 후행음소의 중심 음소가 되는 기본 유속음소에는 틀록형인 경우에서 유효한 변이음을 고려할 필요가 없게 된다. 불필요한 기본 유속음소의 증가는 틀록의 음향 모델 작성에서 부족한 음성 데이터의 훈련 효과를 분산시켜 모델의 강건성을 저하시키는 원인이 된다.

39유사음소 단위는 변이음을 포함하지 않는 음소청의 각기 다른 음소음소 단위이다. 연속응음인식에서는 보다 높은 인식능력을 위해서 음소의 좌우 정동 정보를 사용하기 때문에 이음 음성의 변이정보를 모두 포함하게 된다. 이러한 점을 고려하여 변이음을 정정한 음소를 제외 시킨 것이 39 유사음소 단위이다. 표 1은 기존의 48유사음 소에 대해 나타낸다. 48유사음소의 (d, g, b, z, hh, l) 계열은 표 2에서와 같은 경우로 취급하여 총 39유사음소로 재정의했다. 39유사음소 단위는 음성데이터의 부족한 학습데이터의 훈련효과를 분산시키는 것을 줄일 수 있다. 그러므로 제한된 학습 데이터에서 더 많은 학습 데이터를 확보하게 되어 좀 더 강건한 모델을 학습하게 된다[1, 2].

<table>
<thead>
<tr>
<th>표 1. 48유사음소단위</th>
</tr>
</thead>
<tbody>
<tr>
<td>구분</td>
</tr>
<tr>
<td>모음</td>
</tr>
<tr>
<td>자음</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>표 2. 48유사음소와 39유사음소의 비교</th>
</tr>
</thead>
<tbody>
<tr>
<td>구분</td>
</tr>
<tr>
<td>비고</td>
</tr>
<tr>
<td>g, d, b, z, hh</td>
</tr>
<tr>
<td>g*, d*, b*, z*, hh*</td>
</tr>
<tr>
<td>l</td>
</tr>
</tbody>
</table>

3. 장음환경에서의 음성 표현

장음은 보통 백색음소(White noise)와 유색음소(Colored noise)로 구분된다. White 장음은 스펙트럼이 모든 주파수영역에 균일하며, 시간영역에서 샘플값이 서로 상관성이 없다. 이와 달리 Pink 장음은 주파수영역의 스펙트럼이 일정하지 않은 유색임으로, 다양한 분야에서 활용할 수 있다. LAB법음은 연구실환경에서 녹음된 배경음이며, 이 장음은 기계적인 장음, 사람의 주위 배경음에서의 대화소리 등 여러 가지 배경음이 포함되어 있다. 배경음에서 기계적인 원인에 의해 발생되는 저주파
작용들은 전력 스펙트럼을 감소시키는 경향이 있으며, 주변 환경 작용에 의해 발생되는 스펙트럼은 높은 주파수 특성을 가지며, 일반적으로 불규칙한 특성을 가진다.

평균이 영역 신호를 가정할 때, 신호 대 잡음비는 식 (1)과 같이 정의될 수 있다.

$$SNR = 10 \log \frac{E_s}{E_n}$$  \hspace{1cm} (1)

여기서 $E_s$ 와 $E_n$ 은 음성신호와 잡음의 평균 에너지이다. 입력 음성신호를 $s(t)$, 선형 시변변 필터를 $h(t)$, 부가잡음은 $n(t)$로 하면, 일회차 음성신호 $x(t)$는 시간영역에서 식 (2)와 같이 표현할 수 있다.

$$x(t) = s(t) * h(t) + n(t)$$  \hspace{1cm} (2)

본 논문에서는 다양한 잡음환경을 고려하기 위해 White, Pink, LAB 잡음은 신호 대 잡음비 5dB, 10dB, 15dB 레벨로 음성에 부가한 후 각 유사성소단위 수에 따른 연속음성인식 실험을 수행하였다.

4. 인식 실험 및 결과

본 논문에서 사용한 음성 데이터는 KAIST무역 상담용 DB이다. 잡음환경을 고려하기 위해 White, Pink, LAB잡음 을 깜빡한 음성 데이터에 부가하였으며, 발생환자 중 100명 분에서 90명 분을 학습데이터로 이용하였고, 나머지 10명 분으로 화자독립 인식실험을 수행하여 유효성을 비교 검토하였다. 인식을 위한 음향모델은 2000개의 8초 단위의 HMM모델을 이용하였으며, 음성인식 알고리즘은 Word-pair 문법을 인식 문법으로 하는 One-Pass Viterbi 알고리즘을 사용하였다. 사용한 음성 데이터의 분석조건은 표 3과 같다.

<table>
<thead>
<tr>
<th>주파수</th>
<th>8kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>양자화</td>
<td>16bit</td>
</tr>
<tr>
<td>프레임 길이</td>
<td>25ms</td>
</tr>
<tr>
<td>프레임 주기</td>
<td>10ms</td>
</tr>
<tr>
<td>분석장</td>
<td>Hamming Windows</td>
</tr>
<tr>
<td>특징 파라미터</td>
<td>12차 LPC-MEL cepstrum*delta power + 1,2차의 회귀 계수 = 39차원</td>
</tr>
</tbody>
</table>

1) 무잡음 환경하의 연속음성인식 실험

무잡음환경의 White, Pink, LAB 잡음의 영향을 확인하며, 8kHz의 주파수에서 단어 인식률과 문장인식률을 표 4에서 나타낸다. 단어인식률의 경우 약 7%의 성능차를 보였으며, 문장인식률의 경우 약 17%의 성능차를 보였다. 이 실험 결과로부터 39음소가 연속음성 및 변이음성상이 저주 발생하는 연속음성인식 환경에서 오인율을 유발하는 문제를 48음소보다 더 효율적으로 처리할 수 있음을 알 수 있었다. 연속음성인식에서 39음소가 48음소에 비해 더 적절한 음소 체계임을 인식 성능을 통해 확인할 수 있었다.

### 표 4. 연속음성인식율

<table>
<thead>
<tr>
<th>PLU</th>
<th>39</th>
<th>48</th>
</tr>
</thead>
<tbody>
<tr>
<td>단어</td>
<td>97.69</td>
<td>90.64</td>
</tr>
<tr>
<td>문장</td>
<td>88.83</td>
<td>71.56</td>
</tr>
</tbody>
</table>

2) 잡음환경하의 연속음성인식 실험

White, Pink, LAB 잡음은 신호 대 잡음비 5dB, 10dB, 15dB 레벨로 고정한 음성에 부가한 후 각 유사성소단위 수에 따른 연속음성인식 실험을 수행하였다. 인식 결과는 그림 1,2,3에서 나타내었다.
전형 결과, 잡음환경에서 39유소소를 이용한 경우가 48유소소를 이용한 경우보다 평균적으로 17%와 28% 향상된 단어인지율과 문장인지율을 얻을 수 있었다. 이는 39유소소 단위가 한국어 연속음성인식에 더 적합하고, 잡음환경의 연속문장인식에서도 더 효과적임을 확인할 수 있다.

5. 결 론

본 논문은 잡음환경에서의 한국어 연속음성인식에 효과적인 문맥의존 음향모델 수에 대한 연구로서 유사음 소단위 수에 따른 인식 성능을 비교, 평가 하였다. 연속 음성인식에 이용되는 문맥중복모델의 경우 변이음을 고려하여 모델이 작성되므로 이를 고려하면 기본 음소를 48음소로부터 39음소로 줄일 수 있다. 39음소의 인식에 대한 유 효성을 확인하기 위하여 48음소의 인식성능 비교 평가를 수행하였다. 또한, 실제 잡음환경에서도 유효한 문맥의존 음향모델을 생성하기 위해서 잡음이 부가된 음성데이터베이스를 구성하였으며, 이 음성 데이터베이스를 각 음소별 HMM-Net음향모델에 학습시켜 연속음성인식 실험을 수행하였다.

실험 결과, 잡음환경의 연속음성인식에서 단어인지율은 약 7%, 문장인지율은 약 17%의 인식성능향상을 보였다. 잡음환경의 연속음성인식에서도 평균적으로 39유소 소단위모델 기본음소로 사용하였을 경우, 단어 인식율은 약 17%, 문장인식율은 약 28%의 성능향상을 보였다. 따라서 39음소가 발음변이가 변화하여 일어나는 연속음성 인식 환경에서 48음소보다 효과적인 음소구성임을 알 수 있었으며, 잡음환경하의 연속음성인식에서도 효과적임을 확인할 수 있었다.
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