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Jurairat Phuttharak, and Chanboon Sathitwiriyawong
Faculty of Information Technology, and
Research Center for Communications and Information Technology (ReCCIT)
King Mongkut’s Institute of Technology Ladkrabang, Bangkok 10520, Thailand
Email: s4067018@kmitl.ac.th, chanboon@it.kmitl.ac.th

Abstract: Internet-based distribution of digital contents provides great opportunities for producers, distributors and consumers, but it may seriously threaten users’ privacy. The Digital Rights Management (DRM) systems which one of the major issues, concern the protection of the ownership/copyright of digital content. However, the most recent DRM systems do not support the protection of the user’s personal information. This paper examines the lack of privacy in DRM systems. We describe a privacy policy and user’s privacy preferences model that protect each user’s personal information from privacy violation by DRM systems. We allow DRM privacy agent to automatically negotiate between the DRM system policy and user’s privacy preferences to be disclosed on behalf of the user. We propose an effective negotiation algorithm for the DRM system. Privacy rules are created following the negotiation process to control access of the user’s personal information in the DRM system. The proposed privacy negotiation algorithm can be adapted appropriately to the existing DRM systems to solve the privacy problem effectively.
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1. INTRODUCTION

Contents are increasingly in digital forms and are widely distributed via the Internet. The ease of making copies has created a need to develop a means to protect them. Digital rights management (DRM) technology is a solution for controlling the usage of the digital contents. The DRM protects the owner of the digital contents by restricting what actions an authorized recipient may take in regard to those contents [1].

The functional DRM architecture can be divided into three areas: content creation, content management, and content usage. Content creation includes the creation of the digital content and the definition of rights. Content management is about content distribution and trading of the rights. Finally, content usage is used to enforce the rights and to track the usage of contents.

Current DRM has been developed by several companies: InterTrust’s RightsSystem [11], Microsoft’s Windows Media Rights Manager (W DRM) [12], IBM’s Electronic Media Management System ( EMMS) [13], RealNetworks’ Real Systems Media Commerce Suite (RMCS) [14], and so on.

DRM systems focus on the rights of the content provider or owner. User information can be easily revealed and tracked. However, DRM systems and framework have not assumed any user privacy. Privacy protection scheme would enable the protection of consumer rights as well as content provider rights [3]. Rights enforcement may be facilitated by user’s tracking or by network control of users’ computers. However, both techniques are potentially destructive of user privacy [2].

This paper addresses a new protection scheme for users’ privacy for digital rights management. Privacy protection can be compromised through the collection of data by owners or distributors. We design the DRM policy and the users’ privacy preferences for digital rights management using input parameters as mandatory and optional.

The DRM system policy can declare alternative elements in case that a user does not want to provide some mandatory input parameters. Users can declare how much their personal information can be made available to the DRM system to compromise their privacy preferences with the DRM system. We also propose a negotiation algorithm that provides flexibility and helpful assistant to automatically negotiate the term and conditions when a user is connected to the DRM system. The DRM privacy agent would apply the user’s privacy preferences and try to negotiate an agreement to the DRM system. Finally, the privacy rules are created for accessing control on the use of the personal information in the DRM system.

The rest of this paper is organized as follows: In Section 2, we discuss the related works. We describe the basis element of a privacy policy and user’s privacy preferences for the DRM system in Section 3. In Section 4, we propose a privacy negotiation algorithm for the DRM system. An example scenario is given to illustrate the concepts in Section 5. Finally, in Section 6, we conclude the paper.

2. RELATED WORKS

InterTrust [11] offers a solution for content packaging, distribution and rights management based on a packager program and rights server technology. This system supports the varieties requirement of electronic commerce such as pay-per-use, rentals, sales, and try-before-buy business model. W DRM [12] is an end-to-end DRM system for the secure distribution of multimedia files over the Internet. The solution is based on Windows Media Player and Server. It provides a flexible platform to content providers for secure distribution of digital media file. The user must acquire a license key to unlock the media file. The supported business model can be subscription, sales, counted operations and secure transfer of protected digital media files to devices or PC. IBM EMMS [13] was developed for the preparation and secure distribution of all forms of digital contents. This system supports pay-per-use, pay-per-time, subscription, controlled printing, and protected transfer to portable devices. RMCS [14] offer a package server, streaming server, license server and a secure file format plug-in for RealPlayer and supports subscription, video on demand and other business model. Precept [15] is a protocol that affirms user’s anonymity using temporary ID (TID) and token to guarantee anonymity. This protocol protects user privacy when it authenticates a user in issuing a license. The information can be protected from danger which may be flowed out by cryptography.

According to the privacy engineering for digital rights management system, privacy concerns two essential ways [2]. The first way is that the DRM model requires the user to
provide an ID number that links the user’s personal information (name, address, transaction history, etc.) with the device or service a person intends to use. The paper said that tracking for the purpose of tying content to a set of devices obviously put at risk some previous private information about the user. The second way is that the DRM model requires the users to reconfirm that they will not copy a product for resale or sharing. The model not only catalogues the user under a user-specific ID, but also catalogues the customer’s usage history of a product that has been downloaded from the system that is subscribed to and streamed whenever requested [6].

They suggested an alternative to privacy engineering that avoids the problem of the DRM system. The fair information practice allows the provision of personal information for a specific purpose without the fear that it may later be used for an unrelated purpose without the owner’s knowledge or consent. Privacy enhancement should also be built directly into the DRM technology [2].

Among several approaches for privacy management using service policies and privacy preferences, the most mature one is the Platform for Privacy Preferences Project (P3P) [7] developed by the World Wide Web Consortium (W3C). P3P enables web sites to express their privacy policies in a standard format that can be retrieved automatically and interpreted easily by user agents like web browsers. The P3P Specification 1.0 [7] includes the definition of the syntax and semantics of a vocabulary to describe data uses, data recipients, data retention policy and other privacy disclosures in P3P privacy policy files. APPEL (A P3P Preference Exchange Language) [8] provides a standard way of defining the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules, while the user privacy preferences in a set of preference rules.

It should be noted that P3P is for web sites and does not intend to exploit DRM. In fact only a few recent works address DRM issues for privacy management.

3. A PRIVACY FRAMEWORK COMPONENTS FOR DIGITAL RIGHTS MANAGEMENT

3.1 Overview of the proposed system

The DRM system model with the proposed privacy negotiation algorithm is shown in Fig. 1. We propose basic elements for privacy DRM system model. A DRM privacy agent is allowed to compare and automatically negotiate between user’s privacy preferences and DRM policy, and then the appropriate privacy rules for each user are generated. The privacy management module is one of the components that collect the privacy rules and access control the user’s personal information to the parties. The basic elements comprise the following:

- **Element of Privacy Policy**: A material such as music, movie, documents etc. on DRM systems describes the use of personal user information in policy statements.
- **Requested Data**: The policy statements request the data set from the user as mandatory and optional element of DRM systems.
- **Privacy Preferences**: The user is responsible for declaring his privacy preferences regarding the policy statements of DRM systems. The declaration of privacy preferences are based on three permission levels as NotGiven, Limited, and Free.
- **Rule Evaluation**: This process determines the user’s privacy rules regarding the DRM system, to be utilized during the negotiation phase between user’s privacy preference and the DRM policy.
- **Negotiation mechanism**: This process is based on the policy declaring the material on DRM system’s request and rules describing the privacy preferences of the user. The negotiation mechanism tries to find an agreement between the user and the DRM system. Comparing between the policy statements and user permission levels and the alternative rules, this process generates a privacy rules set that describes the access control of the user personal information that is sufficient for the DRM system and allowed by the user.

The DRM privacy agent stores the privacy preferences of a user. Material on the DRM system describes the requested data and alternative rules. The DRM privacy agent compares the user’s privacy preferences with the requested data and alternative rules on the DRM system as shown in Fig. 2.

![Fig. 1 Privacy framework components for DRM](image)

![Fig. 2 DRM privacy agent architecture](image)

3.2 Elements of a privacy policy

We introduce the elements of our privacy policy statements that provide a way to describe the data use practices on DRM systems. For each material on the DRM system should also declare their policies regarding such as their purpose to request the data, with whom that they may share the data and when they will retain the data.

3.2.1 Purpose

The purposes declare the basis objective for collecting user’s data on the DRM system. We structure the intended use of collected data into categories for the DRM system. Those purposes for collecting data in the DRM system include the following:

- Personalized use for direct marketing
- Quality of service enhancement
- Backup and archives
- Aggregate usage of information for marketing
- Profiling (de)personalized records
- Customer service and retention
- Recommendation service

Those purposes adapted the P3P [7] policy mechanism to DRM systems as shown in Fig. 3.
3.2.2 Recipient

The recipients describe the parties with whom the data will be shared. The P3P [7] defined six types of recipient policies. We adapt recipient types appropriately for the DRM system as shown in Fig. 4.

3.2.3 Retention

The retentions define the duration for which the collected information will be kept. We adapt retention type for DRM systems as following:
- **License**: Information is retained to meet in period of time by license.
- **Material**: Information is retained to meet in period of time by material.
- **Special-purpose**: Information is retained to meet the special purpose and determined by administration or provider’s business practices.
- **Indefinite**: Information is retained for an indeterminate period of time.
- **User define**: Information is retained by user definition.

3.2.4 Data

Information collected in a DRM system may include data about personally identifying information (PII), content retrieval, rights retrieval, content accessing, frequency, times, access location, etc. This information can be obtained by logging server-side or by having client-side DRM software to store relevant usage data. We define data reference by the P3P [7] policy.

3.3 Requested data of the DRM system

The fair information practice is a general term for a set of standards governing the collection and use of personal data and addressing issues of privacy and accuracy. The OECD [10] has written “Guidelines on the Protection of Privacy and Transborder Flows of Personal Data” which have been widely accepted to describe their desirable privacy goal. This is particularly well suited for relatively complex systems like the DRM systems, in which there are a number of legitimate purposes for collecting and using information [2].

We define two parts of requested data on the DRM system. The first part comprises a mandatory element and an optional element. The second part provides rules that are used to request alternative elements if the required information is not provided by the user.

Mandatory is essential for DRM to collect and execute the information. Optional is requested for some other purposes. Both mandatory and optional elements consist of a set of purposes, a set of recipients, a set of retention periods, and a set of data, to form a major part of the entire DRM policy. Alternative elements are also defined using “if-then” rules to get some required elements if the required mandatory elements are not given by the user. Fig. 5 and Fig. 6 show the examples for DRM policy.

3.4 Description of user’s privacy preferences

The users define their privacy preferences for the DRM system through a rule-based mechanism. There are three permission level rules that can be imposed on the elements.
- **Free**: the elements are given freely by the user.
- **Limited**: the elements are provided by the user only if it is mandatory for the DRM system.
- **NotGiven**: the elements are not provided by the user.

Sometimes user’s privacy preference rules may impose conflicting on the elements. It is considered that NotGiven rule is over other rules. Free rule has the least priority and Limit rule’s priority is between these two. Fig. 7 shows an example of user’s privacy preferences.
We give facts \( f = (D_r, G_t) \) match rule \( r = (D_s, C_t) \), if:

\[
\begin{align*}
& (a) \quad \forall (c \in C_t) \quad \text{and} \quad \forall (p \in G_t) \quad \text{with} \quad \beta(c, p) = true \quad \text{if} \quad (2) \\
& (b) \quad D_s \subseteq D_t \quad \leftrightarrow \quad \forall (d_i \in D_t) \quad \text{and} \quad \forall (d_i \in D_s)
\end{align*}
\]

### 4.2 Negotiation algorithm

According to above we use user’s privacy preference as rule sets in order to support the automated negotiation. When the data provided by the user does not match with the data requested by the DRM system, the alternative rules are provided by the DRM system. After the rule evaluation component rejects a request for data, we need to find out how the best rule matches the facts. This rule specifies acceptable conditions for the release of a set of data. In order to offer a reasonable alternative to a user’s rejected request, it is goal now to find the rule that best matches the facts.

Our approach to find the best rule matching is to compute the weight between the individual rules in the rule sets and the facts. And we also use the alternative conditions as if-then rule to find the best rule matching. The rule with the maximum weight is considered the closest rule and is used to produce privacy rule for user. Based on this weights compute, the rule with the maximum weight, it is needed to determine how well the fact satisfies the constraints of the rule. Firstly, we define a function that computes to what degree the facts satisfy a rule constraint.

The function \( \sigma_e \) is a number of matching between the constraint of the rule \( r = (D_r, \{c_1, \ldots, c_m\}), c_i = \{x_i, y_i\}, y_i = \{a_i, \ldots, a_k\} \) and the facts \( f = (D_f, \{g_1, \ldots, g_n\}), \) \( g_i = \{y_j, z_j, z_i = \{b_1, \ldots, b_{m_i}\}, v_{then} = \{k_1, \ldots, k_n\} \). It is defined such that:

\[
\sigma_e(c, f) = \begin{cases} 
0, & \text{if } ((z_i \cup v_{then}) \cap y_i) = \phi \\
> 0, & \text{otherwise}
\end{cases} \quad (3)
\]

Secondly, we define the function \( \sigma_d \) that is a number of matching between a set of data of a rule \( r \) and facts \( f \), \( D_{then} \) is a set of data in if-then rules. It is defines such that:

\[
\sigma_d(D_r, f) = \begin{cases} 
0, & \text{if } ((D_r \cup D_{then}) \cap D_r) = \phi \\
> 0, & \text{otherwise}
\end{cases} \quad (4)
\]

The function \( \hat{\sigma}(r, f) \) is a number of matching between a rule and facts on the set of positive integers. \( \hat{\sigma}(r, f) \) is defined as follows:

\[
\hat{\sigma}(r, f) = \sum_{i=1}^{n} \sigma_d(c_i, f) \cdot w_i + \sigma_d(D_r, f) \cdot w_d \quad (5)
\]

The terms \( w_i \) and \( w_d \) are weights which are related to the n constraints \( c_i \) and the data set \( D_r \) of a rule. Weights can be used to set the importance of constraint and allow specifying some parts of the rule that are more important than others, while searching for the closest rule.

\[
\hat{\sigma}(f) = \sum_{i=1}^{k} L_e \cdot w_i + n \cdot w_d \quad (6)
\]

where \( L_e \) is a number of value for each constraints. \( n \) is a number of data in the facts.

The function \( \hat{\sigma}(f) \) computes the sum between weight of constraints and weight of data in the facts. This result is compared with the function \( \hat{\sigma}(r, f) \) so that matching rules can be checked.
The function \(Grant(r_i, f)\) is a Boolean function that shows the matching of the rules.

\[
Grant(r_i, f) = \begin{cases} 
\text{true}, & \tilde{\delta}(r_i, f) = \tilde{\theta}(f) \\
\text{false}, & \text{otherwise}
\end{cases}
\]  

(7)

The best matching rule is computed from the function as the following.

\[
\max(\tilde{\delta}(r_i, f)), \quad (1 \leq j \leq n)
\]  

(8)

5. PROOF OF AN EXAMPLE SCENARIO

In this section, we provide a scenario to better illustrate the concept presented for the negotiation algorithm in DRM systems. We assume the DRM policies as Facts and user’s privacy preferences as Rules, as shown in Fig. 8 and Fig. 9.

Fig. 8 An example of the DRM system requested data (Facts)

<?xml version="1.0" encoding="utf-8"?>
<preferences>
  <free>
    <statement>
      <purpose>:develop</purpose>
      <recipient>:ours</recipient>
      <retention defined-by>:"material" description="development"/>
      <data-group>
        <data type="#user.name"/>
        <data type="#user.age"/>
        <data type="#user.clickstream"/>
      </data-group>
    </statement>
  </free>
  <limited>
    <statement>
      <purpose>:admin</purpose>
      <recipient>:ours</recipient>
      <retention defined-by>:"material"/>
      <data-group>
        <data type="#user.name"/>
        <data type="#user.age"/>
        <data type="#user.clickstream"/>
      </data-group>
    </statement>
  </limited>
  <not-given>
    <statement>
      <purpose>:historical</purpose>
      <recipient>:ours</recipient>
      <retention defined-by>:"infinite"/>
      <data-group>
        <data type="#user.name"/>
        <data type="#user.email.address"/>
        <data type="#user.mobilephone"/>
      </data-group>
    </statement>
  </not-given>
</preferences>

Fig. 9 An example of user’s privacy preferences (Rules)

<?xml version="1.0" encoding="utf-8"?>
<preferences>
  <not-given>
    <statement>
      <purpose>:current</purpose>
      <recipient>:ours</recipient>
    </statement>
  </not-given>
  <limited>
    <statement>
      <purpose>:admin</purpose>
      <recipient>:ours</recipient>
      <retention defined-by>:"material"/>
      <data-group>
        <data type="#user.name"/>
        <data type="#user.age"/>
        <data type="#user.clickstream"/>
      </data-group>
    </statement>
  </limited>
  <mandatory>
    <statement>
      <purpose>:develop</purpose>
      <recipient>:ours</recipient>
      <retention defined-by>:"license" description="development"/>
      <data-group>
        <data type="#user.name"/>
        <data type="#user.age"/>
        <data type="#user.clickstream"/>
      </data-group>
    </statement>
  </mandatory>
</preferences>

5.1 Rule evaluation

The facts \(f\) in Fig. 8 do not match any of the three rules \(R\) in Fig. 9 because some constraints are not satisfied and the data set do not match completely from functions (1), (2). In the Free rule statement which has purpose, retention, and some data elements, does not match with the facts \(f\). The Limited rule statement which comprises purpose, retention, and some data elements, does not match with the facts \(f\). Finally, the NotGiven rule statement that comprises recipient, retention, and some data elements, does not match with the facts \(f\). As a result, this process must be passed to the negotiation process.

5.2 Negotiation algorithm

Following the rule evaluation, the facts \(f\) do not match any rules \(R\). Negotiation process is provided, the firstly to compute the sum between weight of constraints and weight of data in the facts as following (6). Then the facts are compared with the rules as following the functions (3), (4), (5). Alternative conditions of rules are also provided in the functions (3), (4). Fig. 10 shows the tree of Limited rules and Free rules

Fig. 10 An example tree of Limited and Free rules set

The user’s privacy preferences result in the facts \(f\):

\[
\text{Purpose} = \text{develop} \\
\text{Recipient} = \text{our} \\
\text{Retention} = \text{material} \\
\text{Data} = \text{name, age, clickstream} \\
\text{If develop then admin} \\
\text{If age then gender}
\]

The facts \(f\) do not match any of the two rules in Fig. 10. The user sets the weights \(w_i\) and \(w_d\) as equal to 1. Using the function (6), the result is as follows.

\[
\tilde{\delta}(f) = (0 \cdot 1) + (1 \cdot 1) + (0 \cdot 1) + (3 \cdot 1) = 6
\]

However, the rules could be used to find the best matching rules. We get the weights both rules.

\[
\tilde{\delta}(r_1, f) = (0 \cdot 1) + (1 \cdot 1) + (0 \cdot 1) + (2 \cdot 1) = 3 \\
\tilde{\delta}(r_2, f) = (1 \cdot 1) + (1 \cdot 1) + (1 \cdot 1) + (2 \cdot 1) = 5
\]

The weights of rules \(r_1\) and \(r_2\) do not equal the weight of the facts such that the best matching rule can be found. The function (8) is provided to find the best matching rule with facts.

\[
\max(\tilde{\delta}(r_1, f), \tilde{\delta}(r_2, f)) = 5
\]
So rule $r_2$ should be chosen in order to produce the matching. This best matching rule will be offered to the DRM system. The DRM system will use the offered rule for adapting appropriate rule and offer it to the user again.

6. CONCLUSION

The goal of the DRM technology is the distribution of digital contents in a manner that protects the rights of all parties involved, including copyright owners, distributors, and users. The problem of the present DRM system is seriously threatening users’ privacy.

In this paper we presented an appropriate privacy policy and user’s privacy preferences for the DRM system. The user’s privacy preferences define the rules that control the read accessing for personal information. Furthermore the privacy policy model allows DRM systems to declare alternative requested data if a mandatory element is not given by the users. In this way it becomes possible to automate negotiation mechanism with the DRM system to reach an agreement. An effective negotiation algorithm is proposed. The negotiation processes comprise rule evaluation and negotiation mechanism. The rule evaluation determines the user’s privacy rules regarding the DRM system, to be utilized during the negotiation between user’s privacy preference and the privacy policy of the DRM system. The negotiation mechanism tries to find an agreement between the user and the DRM system, and compare among policy statements, user permission levels, and alternative rules. We believe that this framework can be used to enhance the negotiation capabilities of existing DRM systems, which are currently limited to negotiate the user’s personal information.
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