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요 약
본 논문에서는 고정점 알고리즘의 독립성분해와 상호정보 추정을 조합한 입력변수선택 기법을 제안하였다. 여기서 뉴턴법에 기반을 둔 빠른 분석능력을 가하는 고정점 알고리즘의 독립성분해에는 입력변수 간의 독립성을 빠르게 찾기 위함이고, 입력변수의 확률밀도함수의 개선을 위해 적응적 합함을 이용한 상호정보의 추정은 변수상호간의 종속성을 좀 더 정확하게 추정하고자 하기 위하여, 제안된 기법을 인위적으로 제시한 각 500개의 샘플들 중 6개의 독립상호분포 1개의 종속성을 대상으로 실험한 결과 빠르고 정확한 변수 선택이 이루어졌음을 확인하였다.

1. 서론
생체인식, 산업, 환경 시스템 등과 같은 실계의 모델링에서 가정 적합한 입력변수 선택하는 것은 시스템의 성능에 많은 영향을 미친다. 일반적으로 입력변수의 효과적인 선택은 시스템의 차원의 감소나 특성추출 등 다양한 용도로 이용된다.[1-3]. 그러나 많은 입력변수들 중에서 모델에 얼마나 많은 또는 어느 입력들이 필요한지 알 수 없는 문제가 있다. 이러한 문제는 입력차원이 증가할수록 더욱 심각하며, 입력변수선택은 어느 입력변수들이 어떤 모델을 위해 요구되는데를 결정하는데 목적이 있다. 결국 입력변수선택은 어떤 의미에서 최적의 모델을 유도할 입력집합을 선택하는 것이다.

입력변수의 부적당한 선택은 여러 가지 제약들을 발생시킨다. 여기에는 입력변수의 증가에 따른 계산 시간과 메모리의 증가, 요구되지 않는 입력들에게 의한 학습의 어려움과 비수립 및 성능저하, 복잡한 모델의 어려운 해석 등의 제약이 있다. 지금까지 알려진 입력변수선택 기법들은 크게 model-based와 model-free 방법으로 나눌 수 있다[1-3]. 먼저 model-based 방법에서 입력선정과정은 모델을 선정한 후 이용한 입력들을 선택하고, 파라미터들을 최적화한 후 어떤 비율을 수를 측정하여 이루어진다. 가장 잘 알려진 선형모델을 이용한 방법으로 분산의 해석(analysis of variance : ANOVA)에 의해 구현되는 전략 F-test 방법이 있다. 또한 비선형 모델을 이용한 방법으로 신경망이나 자동상관성검출(automatic relevance detection : ARD)에 구현된다[1]. 이러한 model-based 방법들은 입력들이 바뀌면 선택과정은 다시 반복하여야 하는 제약이 있다. 한편 model-free 방법은 기초모델을 가지지 않는 통계적 종속성 시각에 바탕을 둔 기법이다. correlation에 기반을 둔 방법, 고차원의 cross-cumulant에 기반을 둔 방법, 상호정보에 기반을 둔 방법 등이 통계적 종속성을 시각하는 방법으로 알려져 있다[1-3].

model-free 방법은 특별한 모델에 의존하지 않으며 모든 결과가 통계적 종속성에 기반을 돕기므로 좀 더 일반화된 방법이다. 종속성 시각방법 중에서 correlation에 기반을 둔 방법은 2변수 사이의 선형 종속성을 먼저 확인하고, 상호정보에 기반을 둔 방법은 2차원 통계적 종속성을 이용함으로써 선형모델을 제작하는 방법이 있다. 고차원의 cross-cumulant에 기반을 둔 방법은 고차원의 통계
성용하여 종속성을 측정하는 방법으로 여기서도 입력변수들의 모든 조합들을 조사해야 하는 제약이 있다. 따라서 이러한 제약을 해결하기 위하여 변수들의 사이의 정보에 기반을 두고 모든 고차원의 종속성을 이용하여 종속성을 측정하는 상호정보에 기반을 두 방법이 제안되었다. 특히 상호정보에 기반을 두 방법은 cross-cumulant에 기반을 두 방법에 서 반드시 요구되는 정규화 과정을 제거할 수 있는 장점도 가진다.

본 연구에서는 고정점(fixed−point : FP) 알고리즘의 독립성분분석(independent component analysis : ICA)[4-6]과 상호정보에 기반을 두 방법을 조합한 입력변수선택 방법을 제안한다. 여기서 FP−ICA는 입력변수들 사이의 종속성을 빠르고 정확하게 계러하기 위함이고, 적용과 분할을 이용한 상호정보에 기반을 두 방법은 입력변수의 확률밀도함수를 계산하여 변수상호간의 종속성을 효과적으로 정량화하기 위함이다. 제안된 기법을 인위적으로 재현한 각 500개의 샘플을 갖는 6개의 독립신호로부터 얻어지는 1개의 종속변수들 대상으로 실험하여 결과를 비교 분석하였다.

2. 독립성분분석과 상호정보 추정

ICA는 m개의 입력신호 s로부터 선형적으로 혼합된 n개의 신호 x가 알려져 있을 때, 혼합된 신호로부터 역으로 m개의 독립의 입력신호를 찾아내는 기법이다[3-6]. 하지만 입력신호들은 혼합된 때의 혼합행렬 A는 알려져 있지 않으며, 혼합과정에서 잡음 n이 추가될 수도 있다. 이때 혼합신호와 입력신호의 관계는

\[
x = As + n = \sum_{d \in dD} a(d) x_{d} + n
\]

로 정의된다. 여기서 n은 보통 입력신호와 구별되지 않기 때문에 생략할 수도 있으며, A=[a(1), a(2), ..., a(m)]으로 a(i)는 ICA의 basis vector이다. 결국 ICA는 알려진 혼합신호로부터 혼합행렬의 역행렬 A^(-1)=W를 찾는 기법이다. 혼합행렬 A와 역행렬 W에 대하여 상세히 살펴보면 다음 1차 과 같은 구조로 나타낼 수 있다. 여기서 x=As이고, y=Wx이다. 그럼에서 보면 ICA는 혼합행렬과 입력하는 입력신호들은 또한 역행렬을 찾는 과정에서 출력신호가 독립성을 가지도록 하는 기법이 다. 결국 ICA는 알려진 혼합신호 x로부터 출력신호 y를 찾는 기법으로 공극적으로는 역행렬행렬 W를 찾아서 원 신호의 근사값을 얻어내는 것이다.

최근 ICA를 위한 다양한 알고리즘이 연구되었다[5]. 그 중에서도 고정점 알고리즘은 신경망이 가진

\[
W = W - \beta (E(xg(W^T x)) - E(g(W^T y)) - \nu W)
\]

\[
W = W/||W||
\]

\[
W = W - \beta (E(xg(W^T x)) - E(g(W^T y)) - \nu W)
\]

\[
W = W/||W||
\]

위의 경제식에서 g(·)는 비선형 함수이며 일반적으로 (·)^3과 tanh(·)의 함수값을 가진다. 본 연구에서는 tanh(·) 함수를 이용하였다.

따라서 FP−ICA는 입력변수 x로부터 독립된 변수 s를 추정하는 전처리과정으로 이용하며, s를 대상으로 원하는 입력변수들을 선택하기 위하여 통계적인 시험을 수행한다. 이렇게 하면 통계적 종속성 측정에 기반을 두는 데 반면도 정확한 model-free 입력변수의 선별이 유도될 수 있다.

한편 신호들 사이의 종속성을 사후처리하기 위한 여러 가지 방법들이 제안되었다[1]. 그 중에서 상호정보는 신호들 사이의 종속성을 정량화하기 위한 가장 자연스러운 방법으로 입력변수 선택을 위해 사전에 이용한 것이다. 그러나 데이터변수의 표본화 데이터로부터 상호정보를 추정하는 것은 데이터의 분포를 가정내하는 확률밀도함수(probability density function : PDF)의
추정이 요구되어 매우 어렵다. 까지 알려진 상호정보 추정으로는 Gram–Charlier 확장에 기초한 방법, 규칙적 히스토그램 PDF 근사화에 기초한 방법, 적응적 분할 히스토그램 PDF 근사화에 기초한 방법, 카널변환에 기초한 방법이 있다. Gram–Charlier 확장에 기초한 방법은 PDF의 Gram–Charlier polynomial expansion에 기반을 두 것으로 계산이 간단하고 빠르며 통계적인 의미가 명확한 장점이 있다. 그러나 PDF의 부정정한 근사화와 Gaussian과 sub-Gaussian 신호에 따라 성능이 달라지는 제약이 있다. 또한 일정한 분할을 가지는 규칙적 히스토그램 PDF 근사화에 기초한 방법은 Gram–Charlier 확장에 기초한 방법보다는 신호들의 성질에 의존하지 않는 데에 더 일반화된 방법이다. 그러나 이 방법은 획득의 결과에 민감한 제약이 있다. 분할이 너무 조밀하게 실험을 포함하지 않는 어려운 경우 PDF의 평균화에 따른 손실된 빈도를 고려하지 않으며, 너무 등장하면 신호들이 중요한 PDF 를 상세히 설명하지 못하는 제약이 있다. 이러한 제약에 따른 상호정보의 추정 성능변화를 가진 히스토그램에 기초한 방법의 필요성을 제안하였다[1]. 이는 적응적으 로 동일한 분할을 이용한 상호정보에 기반을 둔 방법이다. 이 방법의 수행과정은 다음과 같다. 

3. 실험 및 결과고찰
전처리 과정으로 FP–ICA와 적응적 분할 히스토그램 PDF 근사화에 기초한 상호정보 추출 방법에 의한 제한된 입력변수 선택 방법의 성능을 평가하기 위해 입력신호로 각각 500개 샘플을 가진 6개의 독립 신호와 이에 따른 1개의 종속 신호를 대상으로 실험하였다. 실험은 펜티엄IV–3.0G 컴퓨터에서 Matlab 6.5로 구현하였다.

한편 6개의 독립신호는 각각 2개의 sine 및 saw–tooth 신호와 1개의 cosine 및 impulse noise 신호들이다. 이들 신호함수들은 다음과 같다. 
\[ x_1 = \sin(nt/6) \]
\[ x_2 = (\text{rem}(nt,27)–13)/9 \]
\[ x_3 = \cos(nt/2) \]
\[ x_4 = (\text{rand}(1,nt)<.5)*2-1.*\log(\text{rand}(1,nt)) \]
\[ x_5 = (\text{rem}(nt,20)-13)/9 \]
\[ x_6 = \sin(nt/3) \]

(4)

\[ x_1 \text{와 } x_2 \text{로 각각 saw–tooth 신호이고 } x_4 \text{는 impulse noise 신호이다. 또한 } nt \text{는 1에서 500까지의 } 500 \text{개 샘플이다. 그림 2는 } x_1\text{부터 } x_6 \text{까지의 신호를 위해서부터 아래로 순차적으로 각각 도시한 것이다.} \]

그림 2. 실험에 이용된 6개의 입력신호

그림 3은 6개의 입력신호에 FP–ICA를 적용한 상호 독립인 변수들을 도시한 것이다. 여기서 보면 신호의 추출순서와 부호가 각각 바뀐 신호들을 볼 수 있다. x_1만 제외한 모든 신호는 순서가 바뀌었으며, x_1, x_3, x_5는 부호가 바뀌었음을 알 수 있다. 이는 신호의 추출순서나 부호의 변화와 같은 ICA 고유의 특성을 보여 준 것이다.
그림 3. FP-ICA에 의한 6개의 독립된 신호

그림 4는 6개의 입력신호로부터 인위적으로 생성된 종속신호로 \( y = x_1^2 + 2x_3 + x_8 \)를 도시한 것이다.

그림 4. \( x_1^2 + 2x_3 + x_8 \)의 종속신호

한편 그림 5는 그림 3의 6개 독립된 종속신호 \( x \)들을 대상으로 적응적 분할에 의한 종속신호 \( y \)의 상호 정보를 각각 구한 결과값을 도시한 것이다. 여기서 chi-square 시험을 위한 사전 설정값은 7.8로 하였다.

그림 5. 6개 독립신호와 1개 종속신호와의 상호정보량

그림 5에서, \( x_1, x_3, x_8 \)와 \( y \)의 상호정보량은 각각 0.162124, 0.04466, 0.703209로 높은 값을 가지며, \( x_3, x_8 \)는 각각 0.001152, 0.000032의 낮은 값을 가짐을 알 수 있다. 이는 6개의 입력변수 중에서 \( x_1, x_3, x_8 \)가 종속변수 \( y \)와 관계되는 변수임을 나타내는 것이다. 그리고 나머지 3개의 입력변수는 종속변수에 영향을 미치지 않음을 알 수 있다. 따라서 제안된 조합기법은 입력변수선택을 위한 우수한 성능의 기법임을 알 수 있다.

4. 결론

본 논문에서는 고정점 알고리즘의 독립성분분석과 상호정보 추정을 조합한 입력변수선택 기법을 제안하였다. 여기서 고정점 알고리즘의 독립성분분석은 뉴턴법의우용을 둔 방법으로 입력변수 간의 독립성을 빠르게 찾기 위한 방법이고, 적용적 방법은 기반을 둔 상호정보 추출은 좀 더 정확한 정보의 추출을 위한 것이다.

제안된 기법을 인위적으로 제시된 각각 500개의 샘플을 가지는 6개의 독립신호와 1개의 종속신호를 대상으로 실험한 결과 빠르고 정확한 변수 선택이 이루어짐을 확인하였다.

항후 제안된 방법을 다양한 분야에 좀 더 큰 규모의 문제에 적용하는 연구가 필요할 것이다.
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