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Abstract

In this paper, we propose a methodology to annotate the digital documents through keyphrase extraction using domain specific taxonomy. Limitation of the existing keyphrase extraction algorithms is that output keyphrases may contain irrelevant information along with relevant ones. The quality of the generated keyphrases by the existing approaches does not meet the required level of accuracy. Our proposed approach exploits semantic relationships and hierarchical structure of the classification scheme to filter out irrelevant keyphrases suggested by Keyphrase Extraction Algorithm (KEA++). Our experimental results proved the accuracy of the proposed algorithm through high precision and low recall.

1. Introduction

A challenge in processing digital documents is to manipulate and search relevant information as volume of available information is continuously increasing. So there is a growing need in helping people to better find, filter and manage these resources. Keyphrases express the primary topics and themes of a document precisely [1]. They are useful in text clustering and classification [2], content-based retrieval, automatic text summarization, thesaurus construction, representing search results, and navigation [1-4]. It is widely used for organizing digital data and providing thematic access to them. In keyphrase extraction, the phrases occurring in a document are analyzed to identify apparently significant according to the specific taxonomy and the document is aligned according to its contents that correspond to the elements of taxonomy. Existing approaches for keyphrase generation are: keyphrase extraction and keyphrase assignment [4,5]. In keyphrase extraction, significant keyphrases in a document are identified through properties such as frequency and length. While in the latter approach, keyphrases are generated by semantically aligning a document with taxonomy. The quality of the generated keyphrases by the existing approaches has not been able to meet the required level of applications [5,6].

The proposed methodology is a novel approach of refinement, comprising two major processes (a) extraction and (b) refinement. Extraction of keyphrases is the prerequisite of refinement process. We adopt KEA++ (Key Phrase Extraction Algorithm) [7-11] for extracting keyphrases. Refinement process refines the result set of keyphrases returned by KEA++ using different levels of taxonomy. We observed in our analysis that the hierarchical levels of taxonomy and their generalization and specialization play vital role in both training and extraction process of KEA++. Refinement rules exploit the semantics of different levels and select keyphrases located on the most relevant levels. Experiments have been performed on dataset of 100 documents collected from the ACM Computing Surveys. Experimental results show increase in precision from 0.14 to 0.38 and decrease in recall from 0.42 to 0.38 at the fourth level of the ACM Computing Classification.

The rest of the paper is organized as follows. Section 2 explains the proposed methodology of automatic keyphrase refinement. Results from ACM Computing surveys dataset are given in Section 3. Conclusion together with possible future work discusses in section 4.

2. Proposed Methodology

Our proposed methodology processes the returned results of KEA++ [7-11] by exploiting different hierarchical level of taxonomy. It comprises two main steps: (a) extraction and (b) refinement. We adopted KEA++ for extraction after customized parameter setting according to the structure of taxonomy. ACM computing classification has been used as taxonomy in the SKOS format using UTF-8 encoding. It is used for the implementation and testing purpose of our algorithm, while our contribution is adoptable for other
classification systems.

Refinement process of extracted keyphrases is based on refinement rules, which emphasize on different hierarchical level of taxonomy and associated semantic relations among them. These refinement rule set discard the irrelevant keyphrases and retain the most relevant ones according to available level within different level of taxonomy. These rules are defines as follows:

**Rule I: Adopt Training Level and identify Taxonomy level labels:** The training level is the hierarchical level of the taxonomy; we adopt the KEA++ training level during the refinement process. This rule is used to set the level of training in the hierarchy of the taxonomy to extract the refined set of semantic keyphrases. The effective usage of the remaining rules depends on the accurate value of the training level of the taxonomy.

**Rule II: Preserving the Training Level Keyphrases:** This rule helps in preserving the training level keyphrases. KEA++ results have keyphrases that belong to different levels in the taxonomy. It might have upper level keyphrases and lower level keyphrases which do not contain information as relevant as the training level keyphrases.

**Rule III: Stemming the Lower Level General Keyphrases:** In the ACM Computing Classification, there is the general category of keyphrases on each level of the hierarchy. If a keyphrase is aligned on a lower level than the training level (e.g., C.2.3.0), and associated with the general category in the lower level, then we stem the lower level keyphrase to its training level (e.g., C.2.3) keyphrases.

**Rule IV: Preserving the Lower Level Keyphrases:** If the result set of KEA++ contains no training level keyphrases, then we preserve the lower level keyphrases from the result set of KEA++.

**Rule V: Identifying and Preserving the Training Level Equivalent Keyphrase:** Different keyphrases aligned to separate categories of the ACM taxonomy can be semantically equivalent, e.g., Control Structures and Microprogramming (B.1) is equivalent to Language Classifications (D.3.2). If the upper level has equivalent keyphrases of the training level, then preserve the training level keyphrase before discarding the upper level keyphrase.

**Rule VI: Removing Redundant Keyphrases:** After applying above rules, the result might contain redundant keyphrases (i.e., C.2.3, C.2.3, D.4.5). Remove the redundant keyphrases from the set of refined keyphrases (i.e., C.2.3, D.4.5).

Keyphrases returned by the KEA++ either has training level terms or only contain upper and lower level keyphrases. After identify the taxonomy level labels, our algorithm search for training level keyphrases and behave accordingly as shown in Algorithm 1. Finally, redundancy is removed followed by the refined set of keyphrases from digital documents.

### Algorithm 1. Keyphrase Refinement Algorithm

<table>
<thead>
<tr>
<th>Pseudo code: Refinement Process</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td>Training</td>
</tr>
<tr>
<td>(a) Set the parameters of the KEA++ by keeping in view keyphrase length in taxonomy and documents type.</td>
</tr>
<tr>
<td>(b) Documents along with their semantic keyphrase and taxonomy</td>
</tr>
<tr>
<td><strong>Dataset for Extraction:</strong></td>
</tr>
<tr>
<td>(a) Documents with unknown keyphrases</td>
</tr>
<tr>
<td><strong>Output:</strong> Set of refined keyphrases</td>
</tr>
</tbody>
</table>

3. **Experimental Results and Evaluation**

In this section, the results of manual annotation, KEA++, and the proposed refinement algorithm are compared. The precision of the refinement algorithm is tested on various hierarchical levels as provided in the manual annotations of the datasets. Datasets for the experiments are composed of documents from the ACM Computing Surveys3. They are mostly aligned on the fourth level of the ACM Computing Classification. Experiment is performed on 100 documents, 70 documents were used for training and 30 were used for testing. We implement refinement algorithm using Jena API written in Java with system Pentium(R) Dual-Core 2 GHz computer, 2 GB Memory, and windows XP professional operating system.

The number of KEA++ returned keyphrases lies between 1 to 20, manual annotation vary from 1 to 8 while refinement algorithm range from 0 to 12 as shown in Figure 1. The statistical analysis presents that the number of keyphrases returned per average number of documents in the refinement algorithm is closer to the manual annotation.

---

Fig. 2 shows that refinement algorithm gives more precise results as compared to KEA++ while the recall is low in case of refinement process as depicted in Fig. 3.

In [7] the precision and recall of KEA++ are 0.283 and 0.261 respectively while the average number of manual annotation is 5.4 per document in the dataset of 200 documents. While the precision and recall of KEA++ for our dataset of 100 documents (with 2.35 average number of manual annotation per document) is 0.38. The precision has been improved from 0.14 to 0.38 i.e. 191.9% on the same dataset while recall is decreased from 0.42 to 0.38.

4. Conclusion

Accuracy of extracted keyphrases for the annotation of digital documents is a key challenge. Our proposed approach takes into account semantic relations between terms that appear in the document along with different levels of ACM taxonomy. The refinement algorithm applies the set of rules on the extracted keyphrases returned by KEA++ and improved the accuracy in terms of high precision and low recall. In our future work, we have planned to validate our proposed algorithm for health-care domain, where the accuracy is the major issue during the extraction of keyphrases from the unstructured e-health data.
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