Automatic Determination of Constraint Parameter for Improving Homography Matrix Calculation in RANSAC Algorithm
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Abstract

This paper proposes dynamic constraint parameter to filter out degenerate configurations (i.e., set of collinear or adjacent features) in RANSAC algorithm. We define five different groups of image based on the feature distribution pattern. We apply the same linear and distance constraints for every image, but we use different constraint parameter for every group, which will affect the filtering result. An evaluation is done by comparing the proposed dynamic CS-RANSAC algorithm with the classic RANSAC and regular CS-RANSAC algorithms in the calculation of a homography matrix. The experimental results show that dynamic CS-RANSAC algorithm provides the lowest error rate compared to the other two algorithms.

1. Introduction

Augmented reality (AR) is a novel technology that allows computer-generated virtual objects to be seamlessly superimposed upon image sequences of real world scene [7]. Azuma identifies three key characteristics of AR: (1) combining real and virtual images, (2) the virtual images are registered with the real world, and (3) interactive in real time [11]. In AR system, accurate registration is required to ensure the integration of virtual objects into image sequences [13].

Homography matrix is extensively used in computer vision system to calculate the relation between two images related by a geometric transformation $T$, such that under perspective projection, $T$ between a pair of correspondence points $p$ and $p'$ is projective linear, or a homography [12].

$$p' = Hp \text{ and } H^{-1}p' = p$$

where $H$ is the homography matrix relating two views of planar target, which describes a point-to-point imaging, represented by a $3 \times 3$ matrix with 8 degrees of freedom.

$$H = \begin{bmatrix} H_{00} & H_{01} & H_{02} \\ H_{10} & H_{11} & H_{12} \\ H_{20} & H_{21} & 1 \end{bmatrix}$$

Random Sample Consensus (RANSAC) algorithm is often employed to detect planar homographies in uncalibrated image pairs [8, 9]. It is an iterative algorithm consisting of two main steps: generation and evaluation. In generation step, a minimum subset of data is randomly selected to compute a model to fit the whole dataset. In evaluation step, the computed model is used to determine the consensus set (i.e., inlier set) for model evaluation. These two steps are iteratively repeated until convergence.

The selection of random samples in RANSAC algorithm highly impacts the accuracy of the homography matrix generated in each iteration. In addition, it picks the random samples without considering their locations. This may lead to the selection of samples distributed linearly or too close to one another.

CS-RANSAC algorithm introduces CSP into a computer vision problem of estimating a homography matrix [2, 3]. The sampling problem of a RANSAC algorithm is represented as a CSP model to filter out degenerate configurations (i.e., set of collinear or adjacent features). Thus, only non-degenerate samples are used to calculate the homography matrix of an image pair. An experiment is done by computing homography matrices for several pairs of image, which are divided into five different groups depending on the feature distribution pattern. The experimental results show that applying same parameter to different groups yields different results in error rate and processing time. Some are very good, while some others are just fair. These results conclude that different feature distribution needs different parameter to obtain better results. Therefore, this paper proposes a dynamic constraint parameter for CS-RANSAC algorithm, where it will automatically select a correct parameter based on the feature distribution pattern of the input image.

2. Related Works

Many researches have been conducted to improve RANSAC algorithm for homography matrix calculation. Some studies focus on finding the true set of inliers, while some other focus on the sampling step by filtering degenerate samples according to some conditions. LO-RS [10] improve the inlier rate by locally optimizing a specific area of the image that is highly condensed with features. It runs an inner RANSAC algorithm within each iteration of an outer RANSAC algorithm. T-RS [5] computes the areas of four triangles determined by the random points and retains only those whose areas are greater than a given threshold. MFF-RANSAC [6] applies two filters on sampling step: angle and length filters. The feature is retained as an inlier only if its value below the median flow value. These techniques have successfully improved
RANSAC algorithm for calculating a homography matrix of an image pair. However, the resulting homography matrix might not be able to accurately estimate the pose of objects in the whole images, because they focus only to estimate a specific object in a specific area of the image.

As described in Section 1, CS-RANSAC algorithm considers the sampling problem of RANSAC algorithm as CSP, where the variable is defined as a set of feature points denoted as \( f_k \), \( k \in \{1, 2, \ldots, n\} \). The input image \( I_s \) is converted into an \( N \times N \) grid, such that each cell can be represented by a two-tuple \((\text{row}, \text{col})\) defining the location of the corresponding cell. Using this two-tuple as the value, the domain of each feature \( f_k \) is defined as a set of any possible location of the corresponding cell \((i.e. (1,1), (1,2), ...,(N,N))\). The relationship between all the selected random features is defined using a set of constraints: linear and distance constraints. Linear constraints ensure that no selected samples lie on the same linear sequence, whereas distance constraints ensure that all samples lie far enough from one another. With \( \text{row}_i, \text{row}_j, \text{col}_i, \text{and} \text{col}_j \) are the row and column indices of the corresponding cells of features \( f_i \) and \( f_j \), respectively, the linear and distance constraints are defined as follows.

**(Definition 1) Linear constraints**
A set of \( n \) features satisfies linear constraints iff:
\[
i, j \in \{0, \ldots, n\} \Rightarrow \begin{align*}
\langle \text{row}_i \neq \text{row}_j \rangle & \text{ is true and} \\
\langle \text{col}_i \neq \text{col}_j \rangle & \text{ is true} \\
\langle \text{col}_i \neq \text{col}_j \pm |\text{row}_i - \text{row}_j| \rangle & \text{ is true}
\end{align*}
\]

**(Definition 2) Distance constraints**
A set of \( n \) features satisfies distance constraints iff:
\[
i, j \in \{0, \ldots, n\} \Rightarrow \begin{align*}
\langle |\text{row}_i - \text{row}_j| = 1 \rangle & \text{ AND } \langle |\text{col}_i - \text{col}_j| > 2 \rangle \text{ is true and} \\
\langle |\text{Row}_i - \text{Row}_j| = 2 \rangle & \text{ AND } \langle |\text{Col}_i - \text{Col}_j| > 1 \rangle \text{ is true}
\end{align*}
\]

Figure 1 briefly shows the procedure of CS-RANSAC algorithm. A set of \( n \) random features is tested by the constraints set defined in Definition 1 and 2. The feature set is considered for the next step only if all the constraints are satisfied. If there is any pair of the feature set fails to satisfy any constraint, CS-RANSAC algorithm will first check the sampling iteration denoted as \( s_{iterations} \). If \( s_{iterations} \) exceeds a predefined threshold \( \theta_s \), then CS-RANSAC will instead sample another set of \( n \) features with the highest similarity ranking based on the Euclidean distance. The rest of the CS-RANSAC algorithm is same to that of classic RANSAC algorithm, in which the homography matrix is iteratively calculated and updated until convergence.

### 3. Dynamic CS-RANSAC Algorithm

Figure 2 shows the procedure of dynamic CS-RANSAC algorithm. We divide the algorithm into three main parts: (1) image classification, (2) parameter selection, and (3) CS-RANSAC algorithm.

#### Image Classification

We employ k-means algorithm for image classification [1], such that according to the feature distribution pattern, each input image is classified into a specific group. We define five image classes as listed in Table 1.

<table>
<thead>
<tr>
<th>Group</th>
<th>Definition</th>
<th>Image</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>Few features distributed over the whole image</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="feature1.png" alt="Feature" /></td>
</tr>
<tr>
<td>G2</td>
<td>Many features distributed over the whole image</td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="feature2.png" alt="Feature" /></td>
</tr>
<tr>
<td>G3</td>
<td>Many features distributed over the center of the image</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="feature3.png" alt="Feature" /></td>
</tr>
<tr>
<td>G4</td>
<td>Few features distributed over a specific area of the image</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="feature4.png" alt="Feature" /></td>
</tr>
<tr>
<td>G5</td>
<td>Many features distributed over a specific area of the image</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="feature5.png" alt="Feature" /></td>
</tr>
</tbody>
</table>
Parameter Selection

We apply the same linear and distance constraints to every image, but we employ different size of grid depends on which class the input image belongs to.

CS-RANSAC algorithm

Finally, to calculate the homography between the input image and its reference image, we employ the regular CS-RANSAC algorithm as describe in Section 2.

4. Experiments

For evaluation, we compare the proposed dynamic CS-RANSAC algorithm with the classic RANSAC and the regular CS-RANSAC algorithms. We use 10 images from UKBench dataset [4]. Each image has size of $640 \times 480$. We execute the algorithms to calculate a homography matrix for each image pair and measure their error rate by Euclidean distance. The results are shown in Figure 3, where we can see clearly that dynamic CS-RANSAC algorithm provides the best accuracy among other two algorithms.

5. Conclusions

We propose a dynamic environment for CS-RANSAC algorithm to automatically select the correct parameter for any input image. We define different parameter for each image class. The experimental results show that using different parameter for different classes provides better results in accuracy.
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<Table 2> Test images used in the experiment

<table>
<thead>
<tr>
<th>Image 1: G3</th>
<th>Image 2: G1</th>
<th>Image 3: G1</th>
<th>Image 4: G2</th>
<th>Image 5: G4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 6: G5</td>
<td>Image 7: G5</td>
<td>Image 8: G3</td>
<td>Image 9: G2</td>
<td>Image 10: G3</td>
</tr>
</tbody>
</table>