A Framework for Real Time Vehicle Pose Estimation based on synthetic method of obtaining 2D-to-3D Point Correspondence
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Abstract

In this work we present a robust and fast approach to estimate 3D vehicle pose that can provide results under a specific traffic surveillance conditions. Such limitations are expressed by single fixed CCTV camera that is located relatively high above the ground, its pitch axes is parallel to the reference plane and the camera focus assumed to be known. The benefit of our framework that it does not require prior training, camera calibration and does not heavily rely on 3D model shape as most common techniques do. Also it deals with a bad shape condition of the objects as we focused on low resolution surveillance scenes. Pose estimation task is presented as PnP problem to solve it we use well known “POSIT” algorithm [1]. In order to use this algorithm at least 4 non coplanar point’s correspondence is required. To find such we propose a set of techniques based on model and scene geometry. Our framework can be applied in real time video sequence. Results for estimated vehicle pose are shown in real image scene.
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1. Introduction

In computer vision, visual traffic surveillance is an important task, which deals with such applications as estimating traffic scene topology and geometry, controlling traffic activities, detecting abnormal situations. This kind of traffic data is very useful for transportation planning and Intelligent Transportation Systems (ITS). One part of these applications is a problem of pose estimation. It has the aim to find the rotation and translation between an object coordinate system and a camera coordinate system. Given are correspondences between 3D points of the object and their corresponding 2D projections in the image. Additionally the internal parameters focal length and principal point have to be known. There are extensive literatures on this topic, including both non-iterative algorithms and iterative ones. One kind of non-iterative approaches is to develop a large group of linear algebra equations and solve those equations for distance information first, and then camera position and rotation can be achieved by solving an absolute orientation problem [2]-[4]. Most iterative approaches are based on minimizing an error function developed from some nonlinear geometric constraints. The most classical approaches rely on a Gauss-Newton style method and use the reprojection error as the criterion [5], [6]. However, these algorithms are usually not robust under a bad initialization, and suffer from low convergence speed. Also it is possible to estimate the 3D rotation and translation of a 3D object from a single 2D photo if we can register a 3D CAD model over the photograph of a known object by optimizing a suitable distance measure with respect to the pose parameters [7][8]. The distance measure is computed between the object in the photograph and the 3D CAD model projection at a given pose. Perspective projection or orthogonal is possible depending on the pose representation used. This approach is appropriate for applications where a 3D CAD model of a known object (or object category) is available. Another approach is if we know an approximate 3D model of the object and the corresponding points in the 2D image. A common technique for solving this is “POSIT” (Pose from Orthography and Scaling with Iterations), where the 3D pose is estimated directly from the 3D model points and the 2D image points, and corrects the errors iteratively until a good estimate is found from a single image. This iterative algorithm has both coplanar and non-coplanar point’s realizations with good convergence speed (at least 4 or 5 iterations are required to find the pose [1]. We adopted it for continuous video sequence of images obtained from CCTV camera to estimate multiple vehicles’ poses. The reason why we choose “POSIT” is that it suits our motivation expectations in computational speed, robustness and it does not require initial pose estimate as common techniques do.

Motivation. It is difficult to obtain vehicle pose estimation using intrusive technologies due to roadway geometry (e.g., geometry where there are significant lane changes or where vehicles do not follow a set path in making turns), scenes where it is difficult to extract corners or edges from an image, because of low video quality, and the distance from camera to objects is quite high. To work under such challenging conditions we propose a framework that uses vehicles shape information and intuition on scene geometry. Shape is typically more invariant to color, texture, and brightness changes in the image than other features (e.g., interest points). We assume that:

• Almost all moving objects including vehicles and pedestrians are moving on the ground plane.
• Vehicles always run along the roadway which is supposed to be of a straight or curvature form.
• Vehicle height and pedestrians trunk directions are perpendicular to the ground plane.

These three properties are found in most traffic surveillance scenes. In case of 3D CAD model registration algorithms, we do not deal with these methods due to availability of significant amount of models. Our intuition on approximate 3D shape of model is that any vehicle can be bounded by 3D box with height $H$, width $W$ and length $L$. 
Shape of the vehicle is represented as edges of that box. Our main contribution in this work is the novel framework for vehicle pose estimation that does neither depend on color or gradient of the object nor on the lightning of the real scene and can deal with far distant objects with low resolution.

2. Proposed Approach

In this section we describe an overview of proposed framework. Each section is related to detailed explanation of separate module, including background subtraction, vehicle direction estimation and so on. The flowchart of the whole system is presented on Fig.1. The input frame is noted as a bold arrow that goes to background subtraction module. Earlier we mentioned that shape is the most informative feature of the object, we represent shape as an external contour of the vehicle. To extract it we use specific method for background subtraction that meet our requirements: 1) deal with shadows, 2) robust to color changes, 3) can be applied for background subtraction that features our requirements: 1) deal with its shadow and be fast enough for real time application. For this sake we used method proposed by R. Cucchiara, A. Prati etc. in their work [10]. Performance comparison and the source code of this algorithm are available by following link1. It is obviously not enough to perform background subtraction alone to get accurate foreground mask for contour extraction due to some noise which is presented in binary image. To eliminate that kind of unwanted attributes we use some morphological operations. First, we applied median filter to “eat” some salty noise. Second, to erase noise inside the object we use operation of closing. Once we obtain a clear foreground mask we extract the contour of the vehicle using contour algorithm provided by OpenCV library. Also to eliminate some shape roughness we approximate our contour by polygons. The result of this module you can find on Fig. 2(c).

2.1 Vehicle Detection, Background Subtraction and Contour Extraction

Vehicle detection method based not only on appearance characteristics of vehicles but also utilizes actually observable size-patterns of vehicles in a road [9]. The algorithm works as follows: size information of non-interacting moving-blobs is first collected based on the developed blob-level analysis technique. Then, a new region-wise sequential clustering algorithm is performed to train and maintain the size-pattern model, which is utilized to deform shapes of the sliding windows scene specifically at each image position. All the proposed procedures operate full-automatically in real-time without any assumptions. To extract outer contour of the object, we need background subtraction technique that can preserve shape of the vehicle, deal with its shadow and be fast enough for real time application. For this sake we used method proposed by R. Cucchiara, A. Prati etc. in their work [10]. Performance comparison and the source code of this algorithm are available by following link1. It is obviously not enough to perform background subtraction alone to get accurate foreground mask for contour extraction due to some noise which is presented in binary image. To eliminate that kind of unwanted attributes we use some morphological operations. First, we applied median filter to “eat” some salty noise. Second, to erase noise inside the object we use operation of closing. Once we obtain a clear foreground mask we extract the contour of the vehicle using contour algorithm provided by OpenCV library. Also to eliminate some shape roughness we approximate our contour by polygons. The result of this module you can find on Fig. 2(c).

2.2 Vehicle Orientation Estimation and Direction Classification

For each detected vehicle in the single video frame we have its ROI. This region provides the information about its top-left corner location $p$, width $w$ and height $h$. Using these data we can determine the coordinates of the foreground mask center $O$ as $O_x = p_x + w/2$, $O_y = p_y + h/2$. To estimate vehicle orientation we memorize each vehicles center in the current frame. We denote shift distance along $x$ axes between the current frame center $O_1$ and the previous $O_2$ as $d_x$ and along $y$ axes as $d_y$ (Fig. 3(b)). Further we calculate the direction angle $\alpha$ by using (1)-(3).

\[
d_x = |O_{1x} - O_{2x}|; \quad d_y = |O_{1y} - O_{2y}|; \quad \alpha = \arcsin \left(\frac{d_x}{\sqrt{d_x^2 + d_y^2}}\right). \quad (1) \quad (2) \quad (3)
\]

Every estimated direction of the vehicle we mark as top, bottom, left, right, top-left, top-right, bottom-left, bottom-right. As you can see from Fig. 3(d) the shape of top-left foreground mask and bottom-right are quite similar, as well as top and bottom, left and right, top-right and bottom-left.

![Fig.1. Flowchart of the proposed framework](image)

![Fig.2. Prior evaluation results. (a) Detection module; (b) R. Cucchiara, A. Prati background subtraction; (c) Contour extraction.](image)

![2.2 Vehicle Orientation Estimation and Direction Classification](image)
Having such observation we divide each detected vehicle into four 3D-box model classes: top and bottom as vertical, left and right as horizontal, top-left and bottom-right as incidental diagonal, top-right and bottom-left as main diagonal.

---


2.3 Finding 4 Non-Coplanar Points. Pose Estimation

In this section we use all previously obtained features to find 4 non-coplanar points. We propose an iterative method of sliding segments to find each point. The algorithm starts with building the direction line by using estimated angle which goes throw the center of the foreground mask (Fig. 3(c)), next we use direction information to determine which points we are going to search and for what 3D box model. For example if we have bottom-right direction information as shown on Fig. 4(a) we create three sliding segments that are moving along the direction line under defined angle until first intersection with the contour set of points. The angle for the first line segment is defined as $\theta = \pi/4 - \omega/2$, for the second and the third segment as $\mu = \pi/4 + \omega/2$. First non-coplanar $P_1$ point is an intersection point of the first line segment with the contour; second point $P_2$ is an intersection of the second line segment with the contour, similarly we find third one $P_3$ (Fig. 4(c)). To find fourth non-coplanar point by moving up along $y$ coordinate of the first point $P_1$ by the distance $\ell = \frac{2\overline{b}}{\overline{a}-\overline{b}}$. Same procedure for the rest cases, including the one that is shown on Fig. 4(b), just the position of the segments is different. Now we have got all what we need for the final step - to conduct pose estimation. As we mentioned earlier POSIT algorithm requires at least 4 non-coplanar points founded on the 2D image (Fig. 4(c)) and their correspondence to the 3D model points. In section 2.2 we classified every detected vehicle by its direction information into 4 groups. Each group represents a 3D model for which we have defined correspondent points. The results can be seen in the experimental results section.

---

3. Experimental Results

Experimental results on three video scenes of the different vehicle types and colors are shown in Fig. 5(a, b, c). The video frames are taken from CCTV camera and include realistic conditions like shadows and surface reflections. Line segments represent the projected 3D model box which bounds the vehicle. For the last image we printed the rotation matrixes and translation vectors of detected vehicles as well as coordinates of four estimated non-coplanar points and projected points after multiplying 3D box model by transformation matrix. Also it is clear that obtained results are not ideal and contain some pose errors, if we check source image points and estimated points the values are sometimes not close to be identical.
4. Conclusion

In this work we showed that proposed framework can deal with the posed problem. The best use of it is in the situations when vehicles are located at a far distance from the camera and the camera video quality is quite low. Also to estimate pose we don’t need a 3D CAD model and initial pose guess. In future we plan to refine the estimation results of our approach.
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