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Abstract: In this paper, a fuzzy logic implementation of the random early detection (RED) mechanism [1] is presented. The main objective of the proposed fuzzy controller is to reduce the loss probability of the RED mechanism without any change in channel utilization. Based on previous studies, it is clear that the performance of RED algorithm is extremely related to the traffic load as well as to its parameters setting. Using fuzzy logic capabilities, we try to dynamically tune the loss probability of the RED gateway. To achieve this goal, a two-input-single-output fuzzy controller is used. To achieve a low packet loss probability, the proposed fuzzy controller is responsible to control the \(\text{max}_p\) parameter of the RED gateway. The inputs of the proposed fuzzy controller are 1) the difference between average queue size and a target point, and 2) the difference between the estimated value of incoming data rate and the target link capacity. To evaluate the performance of the proposed fuzzy mechanism, several trials with file transfer protocol (FTP) and burst traffic were performed. In this study, the ns-2 simulator [2] has been used to generate the experimental data. All simulation results indicate that the proposed fuzzy mechanism outperforms remarkably both the traditional RED and Adaptive RED (ARED) mechanisms [3]–[5].

Index Terms: Active queue management (AQM), congestion control, fuzzy logic control, random early detection (RED).

I. INTRODUCTION

The number of Internet users is rapidly growing. By increasing the number of users, the amount of traffic is also increased. When arrival rate to a router is greater than its departure rate, congestion can be occurred. To prevent the computer network from becoming a bottleneck, traffic management is necessary. In circuit switch networks, i.e., public switch telephone network (PSTN), each connection uses a fixed amount of bandwidth and data is transmitted at a constant bit rate. So, call acceptance procedure is very simple in circuit switch networks. In packet switch networks due to random nature of input traffic and fault condition within the network, the traffic control function is a very complex task. The Internet is increasingly facing packet loss and queuing delays due to its rapid growth. This can lead to congestion collapse, which will reduce the quality of Internet applications [6]. It is important for the current Internet to support various traffic classes with variable bit rates. To support new Internet applications such as voice over Internet protocol (IP), video on demand, multimedia, and electronic commerce, it is necessary to design of effective congestion control and queue management algorithms. However, such a design is known to be difficult, because of variety of services supported in the Internet and their various demands for quality of service (QoS). As the most current Internet traffic is bursty, routers are provisioned with fairly large buffers to absorb this burstiness and maintain high link utilization. Active queue management (AQM) techniques try to detect and react to the congestion before its consequences such as packet loss or queuing delays. In reaction to suspected congestion, AQM algorithms drop packets early or explicit congestion notification (ECN)-mark them to inform the congestion to the traffic sources. The most important difference among AQM schemes is that when they guess congestion and how do they select the packets to be marked/dropped. AQM is the pro-active approach of informing the sender about incipient congestion before a buffer overflow happens. By using AQM mechanisms, the senders are informed early about congestion and can react accordingly. Random early detection (RED) [1] is the most important AQM mechanism which was proposed in order to solve problems caused by drop tail (DT) queue management mechanism. RED uses randomization to solve both the lockout and full queue problems in an efficient manner without requiring any changes at the end hosts. RED simply sets minimum and maximum dropping thresholds. If the average buffer size exceeds the minimum threshold, RED starts randomly dropping packets based on a probability depending on the queue length. If buffer size exceeds the maximum threshold, every packet is dropped. As expressed completely in [7] and [8], RED contains severe problems. The fundamental one is that it uses queue length as a congestion indicator. This indicator cannot completely show the severity of congestion. On the other hand, average queue length varies with the level of congestion and with the parameter settings. As a result, the performance of RED is too sensitive to traffic load and parameter settings [8]. That is, when the link is lightly congested and/or \(\text{max}_p\) is high, the average queue size is near \(\text{min}_d\); when the link is more heavily congested and/or \(\text{max}_p\) is low, the average queue size is closer to or even above \(\text{max}_d\). Different variants of RED such as stabilized RED (SRED) [9] and adaptive RED (ARED) [3]–[5] have been proposed which could fix some of its shortcomings. In [10]–[12], some AQM mechanisms were proposed which use flow based congestion indicator. To show the sensitivity of RED algorithm to the parameter, two different values 1 and 0.01 are considered for \(\text{max}_p\). In the following sections, RED1 and RED0.01 refer the RED algorithm with \(\text{max}_p = 1\) and \(\text{max}_p = 0.01\), respectively.

During the past few years, fuzzy logic has been found many applications in telecommunication networks [13]. In [14]–[25], many different fuzzy logic controllers were proposed for traffic management in the asynchronous transfer mode (ATM) net-
works including call admission control (CAC) and usage parameter control (UPC). The concept of fuzzy threshold and adaptive buffer management was proposed in [26]. As shown in this paper, the fuzzy threshold buffer management has a better performance than the traditional binary thresholds. In [27], a framework that offers the QoS in a differentiated services (DiffServ) domain using both policy-based management and fuzzy logic techniques was proposed. Furthermore, the performance and functionalities of the proposed model were shown by a simulation of a voice over IP application in different DiffServ topologies. In [28], the fuzzy explicit marking (FEM) was proposed, which can support explicit congestion notification (ECN), to provide congestion control in TCP/IP best-effort networks using a fuzzy logic control approach. In [29], a methodology was proposed to choose optimized fuzzy controller parameters using the Wang-Mendel and genetic algorithms and was simulated for voice over IP applications in DiffServ domains. In [30], a fuzzy logic approach for RED implementation was developed for DiffServ.

Based on previous studies, the dynamic tuning of maxp parameter of RED algorithm give us better performance. In [3] and [4], Feng proposed the original RED mechanism. This mechanism retains RED’s basic structure and merely adjusts the parameter maxp to keep the average queue size between minth and maxth. In [4], some simulation results illustrate RED’s sensitivity to parameters, and shows that ARED does indeed address this problem. Based on results shown in [4], the RED’s average queue size and its performance vary as a function of the RED parameters maxp. Furthermore, it is shown that by adapting maxp to keep the target queue size within a target range between minth and maxth, it is possible to achieve the good performance.

This paper introduces a fuzzy logic based control design to reduce the loss probability of the RED mechanism. The main objective of the proposed model is to tune the loss probability of the RED mechanism so that its average queue size remains nearly constant. The proposed fuzzy controller has two inputs and a single output. The inputs of fuzzy controller are

1. the error signal e1, which is calculated as the difference between average queue size (avg) and a target point, TARGET,
2. the error signal e2, which is calculated as the difference between the estimated incoming data rate Cest and the target’s link capacity Ct.

The output of the proposed fuzzy controller is used to calculate a new value of maxp. The main objective of the fuzzy controller is to control the average queue size near a target point. When avg is less than TARGET and the incoming data rate is less than Ct, maxp is decreased which in turn decreases the loss rate. On the other hand, when both avg is greater than TARGET and Cest is greater than Ct, maxp is increased; this will increase the loss rate. By controlling maxp dynamically, the proposed fuzzy mechanism will achieve a low loss rate.

The remainder of this paper is organized as follows. Section II describes fully the proposed fuzzy logic controller. In Section III, by using computer simulation, the performance of the fuzzy controller is compared with that of the original RED algorithm. Two adaptive RED algorithms, are explained in Section IV. Furthermore, in this section the performance of the proposed model is compared with that of the ARED mechanism. Section V is devoted to present the performance of proposed fuzzy controller for DiffServ. Finally, Section VI concludes the paper.

II. THE PROPOSED FUZZY CONTROLLER

In this section, the proposed fuzzy controller is explained in detail. For this purpose, first a brief introduction to the fuzzy logic controller and its concepts are presented, then the proposed fuzzy logic based approach is explained in details.

A. Overview of Fuzzy Logic Controllers (FLC)

The use of fuzzy logic is rapidly spreading in the realm of consumer products design in order to develop control systems with nonlinear characteristics. Fuzzy logic controllers, like expert systems, are used to model human experience and human decision making behavior. In FLC, the input-output relationship is expressed by using a set of linguistic rules or relational expressions. An FLC basically consists of four important parts including a fuzzifier, a defuzzifier, an inference engine, and a rule base [31]. As in many fuzzy control applications, the input data are usually crisp, so a fuzzification is necessary to convert the input crisp data into a suitable set of linguistic value which is needed in inference engine. The singleton fuzzifier, maps a real-valued point X* into a fuzzy singleton A' which has membership value 1 at X* and 0 at all other points. The main advantage of using singleton fuzzifier is the great simplicity of implementing the consequence part. It can be used with Mamdani’s method to simplify considerably the defuzzification stage, whose task is reduced to the calculation of a weighted average with a restricted set of crisp values. The use of singletons has no bad consequence on the output variable domain which can be the same as with triangular or trapezoid output sets when using the center of gravity defuzzification method. In the rule base of an FLC, a set of fuzzy control rules, which characterize the dynamic behavior of system, are defined. It is the heart of the fuzzy system in the sense that all other components are used to implement these rules in a reasonable and efficient manner. The inference engine is used to form inferences and draw conclusions from the fuzzy control rules. In a fuzzy inference engine, fuzzy logic principles are used to combine the fuzzy rules into a mapping from input fuzzy sets to the output fuzzy sets. There are a number of fuzzy inference engines that are commonly used in fuzzy systems and fuzzy control. The product and minimum inference engines are the most commonly inference engine techniques. The output of inference engine is sent to defuzzification unit. Defuzzification is a mapping from a space of fuzzy control actions into a space of crisp control actions. Conceptually, the task of the defuzzifier is to specify a point that best represents the output fuzzy set. The center of gravity, center average, and maximum (or high) are the most commonly defuzzification techniques. The common center of gravity defuzzification method requires a quantity of calculation that is prohibitive for many real-time applications with software implementations. Its calculation can however be simplified when associated with the sum product method. The computation of the center of gravity can take advantage of the high speed afforded by VLSI when integrated on an IC, which
is however quite complex.

Suppose we have an FLC with \( n \) inputs including \( x_1, x_2, \ldots, x_n \) and one output \( y \in R \). The input vector \( X \) is defined as \( X = (x_1, x_2, \ldots, x_n)^T \in R^n \). Furthermore, suppose the rule base consists of \( M \) rules with the following general form:

**Rule 1:** If \( x_1 = A_{1}^{1}, x_2 = A_{2}^{1}, \ldots, x_n = A_{n}^{1}, \) then \( y = B_{1}^{1} \).

**Rule 2:** If \( x_1 = A_{1}^{2}, x_2 = A_{2}^{2}, \ldots, x_n = A_{n}^{2}, \) then \( y = B_{2}^{2} \).

\[ \vdots \]

**Rule \( M \):** If \( x_1 = A_{1}^{M}, x_2 = A_{2}^{M}, \ldots, x_n = A_{n}^{M}, \) then \( y = B_{1}^{M} \).

where in the \( i \)-th rule, \( A_{j}^{i} \) and \( B_{i} \) \((i = 1, 2, \cdots, M ; j = 1, 2, \cdots, n)\) are fuzzy sets of linguistic variable \( x_j \) and \( y \), respectively. In [31], it is shown that the output \( f(x) \in R \) of this fuzzy controller with singleton fuzzifier, minimum inference engine, and center average defuzzifier is calculated as

\[
f(x) = \frac{\sum_{i=1}^{M} \mu_{A_{j}^{i}}(x_j)}{\sum_{i=1}^{M} \mu_{B_{i}}(x_j)}
\]

where \( \mu_{A} \) is the center of fuzzy set \( A \) and \( \mu_{A}(x_j) \) is the membership function of fuzzy set \( A \) of linguistic variable \( x_j \) in the \( i \)-th rule \((i = 1, 2, \cdots, M)\).

**B. Proposed FLC Based Approach**

In this subsection, the proposed fuzzy logic approach for controlling the maxp parameter of RED algorithm is presented. Both the table look-up scheme and the trial and error approach are used. In the table look-up scheme, the fuzzy sets are defined to cover the input and output spaces. After defining the input and output fuzzy sets, a set of fuzzy rules are collected, then the fuzzy controller is constructed from these fuzzy rules; finally, the fuzzy controller is tested and if the performance is not satisfactory, the rules are fine-tuned or designed in a number of trial and error cycles until the performance is satisfactory. The design is summarized in the following steps:

- **Step 1:** Analyze the RED algorithm and choose state and control variables.

  As it mentioned earlier, the RED algorithm suffers from two main problems [5]. The first problem is that it uses the queue length as a congestion indicator that cannot completely show the severity of the congestion. The second problem is that it is very sensitive to its parameters’ variations. To achieve a good throughput and reasonable average queue lengths, a fuzzy logic controller is used to dynamically tune the maxp. As the measured queue length and measured incoming data rate vary, the proposed fuzzy controller dynamically tune the value of maxp in order to reduce the loss rate while keeping the channel utilization fixed. The fuzzy controller uses the following two input parameters:

1. The error signal \( e_1 \) which is calculated as \( e_1 = \text{avg} - \text{TARGET} \), where \( \text{avg} \) is the average buffer size and \( \text{TARGET} \) is the target queue size determined by

\[
\text{TARGET} = \frac{\max_{th} + \min_{th}}{2}.
\]

2. The error signal \( e_2 \) which is calculated as the difference between the estimated incoming data rate (\( C_{est} \)) and the target link capacity (\( C_t \)). Usually \( C_t \) is set to 0.97\( C \), where \( C \) is the link capacity. To estimate the incoming data rate, the exponential averaging formula given below is employed.

\[
C_{est} = \frac{(1 - e^{-\frac{\text{Del}}{K}})B}{\text{Del}} + C_{est} e^{-\frac{\text{Del}}{K}}.
\]

In the above, \( \text{Del} \) is the inter-packet delay, \( B \) stands for the packet size, and \( K \) is the time constant (usually \( K \) is set to 0.9). To evaluate the accuracy of the data rate estimator, a simple simulation in ns-2 simulator was performed. The rate estimator was applied to calculate the data rate of a single 1 Mbp/s CBR traffic source. Fig. 1 shows the results. As easily observed, the rate estimator determined the incoming data rate perfectly.

We believe that the proposed fuzzy controller is able to tackle the following pitfalls of the original RED algorithm.

1. RED uses the average queue size as a congestion indicator.

   The queue size is not a good indicator of the severity of the congestion, and the level of congestion notifications issued may be too bursty, leading to an excessive packet loss. The proposed fuzzy controller adjusts the rate of the congestion notification in response to a flow based congestion measure.

2. RED is very sensitive to both traffic load and its parameters settings. To remedy this, the proposed fuzzy controller is designed to successfully auto-tune the parameter to achieve reliably good results. To do so, the major goal of the fuzzy controller will be to make the average buffer size vary in the neighborhood of the target queue size.

- **Step 2:** Derive fuzzy sets to cover the input and output spaces.

  It is assumed that the error signals \( e_1 \) and \( e_2 \) are belong to the interval \( [\alpha_1, \beta_1], [\alpha_2, \beta_2] \), respectively. The values of \( \alpha_1, \alpha_2, \beta_1, \) and \( \beta_2 \) were set as below

\[
\alpha_1 = \frac{\min_{th} - \max_{th}}{2}, \quad \beta_1 = \frac{\max_{th} - \min_{th}}{2},
\]

\[
\alpha_2 = -0.097C_t, \quad \beta_2 = 0.097C_t.
\]

For each \( [\alpha_1, \beta_1], [\alpha_2, \beta_2] \), define \( N_i \) \((i = 1, 2, \cdots, N_i)\), \((i = 1, 2)\) which are required to be complete in \( [\alpha_i, \beta_i] \); that is, for any \( x_i \in [\alpha_i, \beta_i] \), there exists \( A_i \) such that \( \mu_{A_i}(x_i) \neq 0 \).
Since triangular membership function offer more computational simplicity, the triangular function \( \mu(x; a, b, c) \) which is defined as below is used:

\[
\mu(x; a, b, c) = \begin{cases} 
0, & \text{for } x > 0 \text{ or } x > c \\
\frac{x-a}{b-a}, & \text{for } a \leq x \leq b \\
\frac{c-x}{c-b}, & \text{for } b \leq x \leq c.
\end{cases}
\]

The triangular membership functions

\[
\mu_{A_i^j}(x_i) = \mu_{A_i^j}(x_i; a_i^j, b_i^j, c_i^j)
\]
is chosen, where

\[
A_1^1 < A_1^2 < \cdots < A_1^{N_1},
\]

\[
a_1^1 = -\infty, \quad b_1^1 = \alpha_i, \quad b_1^j = a_1^{j+1},
\]

\[
b_1^{j+1} = c_1^j = c_1^{j+1} + \frac{\beta_i - \alpha_i}{N_i - 1}, \quad (j = 1, 2, \cdots, N_i - 1),
\]

\[
b_{1^{N_1}} = \beta_i, \quad c_{1^{N_1}} = \infty.
\]

Figs. 2 and 3 shows the inputs membership functions of the proposed fuzzy controller. As shown in Figs. 2 and 3, the values of \( N_1 \) and \( N_2 \) are equal to 9 and 3, respectively.

- **Step 3**: Construct \( M = N_1 \times N_2 \) fuzzy IF-THEN rules that relate the state variables with the control variable:

To construct the fuzzy rules, we use the following fuzzy IF-THEN rule:

\[
\text{Rule}_{i_1i_2}: \text{IF } e_1 \text{ is } A_{1_{i_1}} \text{ and } e_2 \text{ is } A_{2_{i_2}} \text{ THEN } y \text{ is } B_{i_1i_2}
\]

where \( i_1 = 1, 2, \cdots, N_1, \ i_2 = 1, 2, \cdots, N_2 \). Note that in this case we need to define \( M = 9 \times 3 = 27 \) fuzzy sets for \( B_{i_1i_2} \). To reduce the complexity of the fuzzy controller, only \( N_y = 9 \) fuzzy sets \( B_j, j = 1, 2, \cdots, N_y \), where are complete in \([\alpha_y, \beta_y]\) are defined. The values of \( \alpha_y \) and \( \beta_y \) were set to \( \alpha_y = -0.3 \max_p \) and \( \beta_y = \min(0.008, 0.25 \max_p) \), respectively. We also used the triangular membership functions:

\[
\mu_{B_j}(y) = \mu_{B_j}(y; a_j^i, b_j^i, c_j^i) \text{ where } B_1 < B_2 < \cdots < B_{N_y},
\]

\[
a_j^1 = -\infty, \quad b_j^1 = \alpha_j, \quad b_j^j = a_j^{j+1},
\]

\[
b_j^{j+1} = c_j^j = c_j^{j+1} + \frac{\beta_j - \alpha_j}{N_j - 1}, \quad (j = 1, 2, \cdots, N_j - 1),
\]

\[
b_{j^{N_y}} = \beta_j, \quad c_{j^{N_y}} = \infty.
\]

Fig. 4 shows the membership functions of the output \( y \). The values of \( Y_1, Y_2, Y_3, Y_4, Y_5, Y_6, Y_7, Y_8 \), and \( Y_9 \) were set to \(-0.3 \max_p, -0.25 \max_p, -0.15 \max_p, -0.1 \max_p, 0, \min(0.001, 0.15 \max_p), \min(0.003, 0.2 \max_p), \min(0.005, 0.23 \max_p), \text{ and } \min(0.008, 0.25 \max_p)\), respectively. Note that the above constant values are fine-tuned in a number of trial and error cycles until the loss performance of the proposed fuzzy controller is satisfactory.

Intuitively, we can illustrate the fuzzy rule base as a look-up table in the two input case. Fig. 5 shows a combination of fuzzy sets in \([\alpha_1, \beta_1]\), fuzzy sets in \([\alpha_2, \beta_2]\), and thus a possible rule.

According to the proposed fuzzy rule base, when both \( \text{avg} \) and the estimated data rate are low \( (e_1 \text{ and } e_2 \text{ are negative}, \max_p \text{ is decreased; this causes most of input packets to be passed through the router without any loss leading to a decrease in the loss probability). On the other hand, when } \text{avg} \text{ and the estimated data rate are both high } (e_1 \text{ and } e_2 \text{ are positive}, \max_p \text{ is increased which causes more of input packets to be lost. This in turn leads to an increase in loss probability).}

- **Step 4**: Combine derived fuzzy rules into a fuzzy system and test the closed-loop system with this fuzzy system as controller:

In the proposed fuzzy controller, singleton fuzzifier, mini-
The current value of input linguistic variables $e_1$ and $e_2$ are mapped to their membership functions and the output of fuzzy logic controller, $\text{delta\_max\_p}$, is calculated as

$$\text{delta\_max\_p} = \frac{\sum_{i_1=1}^{N_1} \sum_{i_2=1}^{N_2} \overline{y}^{i_1i_2} \min \left\{ \mu_{A_{i_1}^{1}}(e_1), \mu_{A_{i_2}^{2}}(e_2) \right\}}{\sum_{i_1=1}^{N_1} \sum_{i_2=1}^{N_2} \min \left\{ \mu_{A_{i_1}^{1}}(e_1), \mu_{A_{i_2}^{2}}(e_2) \right\}}$$

where $\overline{y}^{i_1i_2}$ are the elements of matrix $Y_{N_1 \times N_2}$ which is defined as below

$$Y_{N_1 \times N_2} = [\overline{y}^{i_1i_2}]_{9 \times 3} = \begin{bmatrix} Y1 & Y2 & Y3 & Y4 & Y5 & Y6 & Y7 & Y8 & Y9 \\ Y1 & Y2 & Y3 & Y4 & Y5 & Y6 & Y7 & Y8 & Y9 \\ Y2 & Y3 & Y4 & Y5 & Y6 & Y7 & Y8 & Y9 & Y9 \end{bmatrix}^T$$

The values of $Y1, Y2, \ldots, Y9$ were defined previously. Since the fuzzy sets $A_1^1, A_2^2, \ldots, A_N^N$ are complete, at every point $(e_1, e_2)$ there exist $i_1$ and $i_2$ such that $\min \left\{ \mu_{A_{i_1}^{1}}(e_1), \mu_{A_{i_2}^{2}}(e_2) \right\} \neq 0$. Hence, the proposed fuzzy system is well defined, that is, its denominator is always nonzero. The output of fuzzy controller, $\text{delta\_max\_p}$, demonstrates the change value in the $\text{max}_p$. At the end of each periodic time interval $T$ (typically $T = 0.2$ sec.), the new value of $\text{max}_p$ is calculated as

$$\text{max}_p(nT) = \text{max}_p((n-1)T) + \text{delta\_max\_p}(nT), \quad n = 1, 2, \ldots$$

Note that at the end of each time interval, the value of $\text{max}_p$ is constant until the next time interval. It is clear that in the pro-
Fig. 11. Packet loss probability of RED1, RED0.01, and Fuzzy versus number of traffic sources (at 100 FTP sources).

III. SIMULATION

In this section, by using the ns-2 simulator, we compare the performance of the proposed fuzzy controller with that of traditional RED mechanism. For this purpose, the proposed fuzzy controller was added as a new queue management algorithm to the ns-2. From now on, we use the acronym of Fuzzy for the resulting queue management algorithm. As mentioned before, to show the sensitivity of RED algorithm to the maxp parameter, we consider two different values 1 and 0.01 for maxp. In the following figures, RED1 and RED0.01 refer the RED algorithm with maxp = 1 and maxp = 0.01, respectively. The network topology used for simulation is a single congested link in a dumbbell topology shown in Fig. 6. As shown in this figure, some TCP traffic sources are directly connected to a network router. To evaluate the performance of the fuzzy controller, we consider both FTP and bursty traffic. For FTP traffic, all traffic sources always have a packet of size 1000-byte to send as soon as the congestion control window allows them to do so. The receiver immediately sends an acknowledgement message (ACK) packet when it receives a data packet. For both RED and Fuzzy mechanisms, maxth, minth, and wavg were set to 80% buffer size, 20% buffer size, and 0.002, respectively.

- FTP traffic

In Figs. 7–9, for FTP traffic sources, the queue sizes of RED1, RED0.01, and Fuzzy are plotted versus simulation time. The number of traffic sources was set to 100. All FTP traffic sources start to send packets at the start of simulation. The buffer size is equal to 50 packets. Figs. 7 and 8 show that 1) when maxp is high, the average queue size is near minth (RED1), and 2) when maxp is low, the average queue size is close to maxp (RED0.01).
In Fig. 10, the packet loss probability of all mechanisms is plotted versus simulation time. This figure shows the packet loss of our proposed fuzzy controller is 2% less than those of RED1 and RED0.01 mechanisms. In Fig. 11, the packet loss probability of all mechanisms is plotted versus the different number of traffic sources. Based on the results shown in this figure, when the number of traffic sources for all mechanisms is increased, the packet loss probability is increased too. It can be seen that the packet loss probability of the proposed fuzzy controller is 2% less than those of RED1 and RED0.01 mechanisms.

To evaluate the performance of proposed fuzzy controller under different congestion density, more simulations were performed. For the simulation given in Figs. 12–14, four traffic sources started at time 0, and sixteen new traffic sources started at time 50 to send their packets.

The packet loss probability of all mechanisms is shown in Figs. 15 and 16. Fig. 15 shows that for all mechanisms, the packet loss probability is increased at time 50. It can be seen that the packet loss probability of the fuzzy controller is less than those of RED1 and RED0.01 mechanisms. In Fig. 16, for all mechanisms, the packet loss probability is plotted versus different buffer size. The out-performance of the proposed method is easily observed.

In the next simulation, we evaluate the performance of all mechanisms with a decrease in the congestion. For the simulation in Figs. 17–19, twenty traffic sources start at time 0. At time 50, sixteen traffic sources stop sending their packets.

Fig. 20 shows the packet loss probability of RED1, RED0.01, and Fuzzy. As can be seen in this figure, for all mechanisms, the packet loss probability is decreased at time 50. It is clear that the packet loss probability of the proposed fuzzy controller is less than those of RED1 and RED0.01 mechanisms. In Fig. 21, the packet loss probability is plotted at different values of $\min_{th}$ and $\max_{th}$.

Figs. 22 and 23, at two values of buffer size, plots the packet loss probability of RED1, RED0.01, and Fuzzy. In this case, fifty FTP sources start to send their packets at the start of simulation.
Using the results shown in Figs. 22 and 23, we demonstrate the superiority of the Fuzzy to both RED1 and RED0.01 mechanisms in reducing packet losses even when they are all operating with a smaller buffer size. To evaluate the performance of the proposed fuzzy controller at different values of the round trip time (RTT), a new simulation was performed. In Figs. 24 and 25, for all mechanisms, the packet loss probability and channel utilization are plotted versus different values of the RTT. The buffer size and the number of traffic sources are 100 packets and 50, respectively.

- Bursty sources

In this section the performance of the fuzzy controller is evaluated under bursty traffic. For this purpose, an exponentially bursty traffic is simulated in the ns-2. The peak bit rate, mean burst size, mean silence size, and the packet size of bursty traffic sources were set to 1 Mbit/s, 0.01 s, 0.1 s, and 1000 bytes, respectively.

In Figs. 26–28, for different values of traffic load, the packet loss probability of all mechanisms is plotted versus simulation
In Figs. 29–32, for different values of buffer size, the packet loss probability of RED1, RED0.01, and Fuzzy RED is plotted versus simulation time. In this case, at the beginning of the simulation fifty bursty sources start to send their packets. Easily seen in this figure, for all values of the buffer size, the proposed fuzzy controller outperforms the RED1 and RED0.01.

IV. RELATED WORKS

In [3] and [4], Feng proposed the original ARED mechanism. This mechanism retains RED’s basic structure and merely adjusts the parameter max_p to keep the average queue size between min_th and max_th. In [5], a new implementation of the original ARED mechanism was proposed by Floyd that could fix some of its shortcomings. As described in [5], the main objective of the ARED is to keep the average queue size within a target range half way between max_th and min_th. To achieve this goal, max_p is updated slowly in such a way that to stay within the range [0.01, 0.5]. The ARED uses the additive-increase multiplicative decrease (AIMD) policy. In the ARED mechanism, at each periodic time intervals (typically 0.5 seconds), the average
queue size is compared with the target value. When the average queue size is greater than the target and also max_p is less than 0.5, then max_p is increased. When the average queue size is less than the target and max_p is greater than 0.01, then max_p is decreased. The robustness of the ARED comes from its slow and infrequent adjustments of max_p. When congestion density changes sharply, it could take some time for the ARED mechanism to adapt itself to this new value. In the ARED mechanism, as the value of max_p stays within the range [0.01, 0.5], its performance will not be degraded during the transition period.

Based on previous studies, the dynamic tuning of max_p parameter of RED algorithm gives us better performance. In [4], some simulation results illustrate RED’s sensitivity to parameters, and show that adaptive RED does indeed address this problem. Based on results shown in [4], the RED’s average queue size and its performance are dependent on the RED parameters max_p. Furthermore, it is shown that by adapting max_p to keep the target queue size within a target range between min_th and max_th, it is possible to achieve the good performance.

By combining both flow based and queue based congestion indicators with the capabilities of fuzzy logic controllers, we believe that the performance of the proposed fuzzy controller is better than those of Feng’s and Floyd’s methods. To prove this, some new trials in the ns-2 simulator are performed. In Fig. 33, for bursty traffic, the packet loss probability of all mechanisms is plotted versus number of traffic sources. The buffer size was set to 500 packets. Based on the results given in the figure, it is clear that the performance of the proposed fuzzy controller is better than those of Feng’s and Floyd’s mechanisms, especially when the congestion is heavy. For example, when the number of traffic sources is 180, the packet loss probability of Feng’s method, Floyd’s method and Fuzzy is equal to 0.20, 0.18, and 0.15, respectively. In Figs. 34–36, for different values of the buffer size, the packet loss probability of all mechanisms is plotted versus simulation time. In this case, twenty bursty sources start to send their packets when the simulation begins.

As can be seen in Figs. 34–36, for all value of buffer size, the proposed fuzzy controller shows better performance than Feng’s and Floyd’s mechanisms.

In Figs. 37 and 38, for all mechanisms, the packet loss probability and channel utilization is plotted versus different values of RTT. In this case, 50 bursty sources start at time 0. The buffer
Fig. 36. Packet loss probability of Feng’s method, Floyd’s method, and Fuzzy at buffer size = 1000 packets.

Fig. 37. Packet loss probability of all mechanisms at different value of RTT.

Fig. 38. Channel utilization of all mechanisms at different value of RTT.

size is equal to 100 packets.

To support the claimed results, the performance of the proposed fuzzy controller is evaluated with two bursty traffic sources (data and voice). The values of (peak bit rate, mean burst size, and mean silence size) for data and voice sources are equal to (10 Mb/s, 0.0143 s, and 0.12 s) and (64 kb/s, 0.350 s, and 0.650 s), respectively. Furthermore, to ensure fair bandwidth share in the entire network and not merely one link, the new network topology shown in Fig. 39 was simulated.

In Figs. 40 and 41, for all mechanisms, the packet loss probability and channel utilization are plotted versus number of voice traffic sources. The number of data sources was set to 100.

In Figs. 42 and 43, the packet loss probability and channel utilization are plotted versus buffer size. In this case, fifty data traffic sources and one hundred voice traffic sources are connected to the router 1. It can be seen that for all buffer sizes, the proposed fuzzy traffic controller has a better performance in comparison with Feng’s and Floyd’s mechanisms.

V. THE PROPOSED FUZZY CONTROLLER FOR DIFFSERV NETWORKS

Differentiated services (DiffServ) [32]–[34], which was proposed by IETF, is an IP QoS architecture based on packet mark-
Fig. 42. Packet loss probability of all mechanisms at different number of data traffic sources.

Fig. 43. Channel utilization of all mechanisms at different number of data traffic sources.

Fig. 44. Packet loss probability of all mechanisms at different buffer size.

Fig. 45. Channel utilization of all mechanisms at different buffer size.

Fig. 46. The simulation model of a DiffServ router.

There are multiple figures and diagrams in the text. The text discusses the simulation of network traffic and packet loss probability, channel utilization, and packet loss probability at different buffer sizes. It also describes the simulation model of a DiffServ router, highlighting the role of the meter/marker in monitoring and managing traffic to ensure QoS requirements are met.

The DiffServ model allows for the prioritization of packets based on user requirements. When congestion occurs in the network, lower priority packets are dropped more frequently than higher priority packets. Today's best effort model of the Internet cannot consistently support the QoS requirements of new applications. To solve this problem, the DiffServ model uses several service classes for new applications. The DiffServ architecture provides QoS by dividing traffic into different categories, marking each packet with a code point that indicates its category, and scheduling packets accordingly.

Packets in a single class of traffic are enqueued into one corresponding physical RED queue, which contains three virtual queues (one for each drop precedence). The simulation model, which consists of three virtual queues, is shown in Fig. 46. Different RED parameters can be configured for virtual queues, causing packets from one virtual queue to be dropped more frequently than packets from another. A packet with a lower dropping precedence is given better treatment in times of congestion because it is assigned a code point that corresponds to a virtual queue with relatively lenient RED parameters.

The meter/marker shown in Fig. 46, is responsible for monitoring the arrival times of packets and determining the level of conformance to a pre-established traffic profile. DiffServ routers use traffic profile which specifies the temporal properties of a traffic stream. The traffic profile includes some traffic parameters such as the mean packet rate, the maximum packet rate, and the maximum burst size. It contains rules for determining whether a particular packet is in-profile or out-of-profile. The concept of in- and out-of-profile can be extended to multiple levels of conformance. In-profile packets may be allowed to enter the network. Out-of-profile packets may be shaped, discarded, marked with a new codepoint (re-marked), or forwarded unchanged.

A DiffServ router may contain the following elements: Meter, marker, shaper, and dropper. A meter is used to measure the traffic stream against a traffic profile. The meter may take a specified action after detecting any violation. It first measures the rate at which packets making up a stream of traffic pass it, then compares the rate to some set of thresholds, and finally produces certain number of potential results. A given packet is said to be "conformant" to a level of the meter if, at the time that the packet is being examined, the stream appears to be within the rate limit for the profile associated with that level. The token bucket (TB) [35], the single rate three colors meter (srTCM) [36], the time sliding window (TSW) approach [37], and the adaptive packet marking [38] are some popular metering/marking mechanisms. The proposed fuzzy model was
### Table 1. Simulation parameters.

<table>
<thead>
<tr>
<th>High priority queue</th>
<th>Parameter</th>
<th>TB</th>
<th>TSW</th>
<th>SrTCM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\max_{th}$</td>
<td>0.8*BS</td>
<td>0.8*BS</td>
<td>0.8*BS</td>
</tr>
<tr>
<td></td>
<td>$\min_{th}$</td>
<td>0.3*BS</td>
<td>0.3*BS</td>
<td>0.3*BS</td>
</tr>
<tr>
<td></td>
<td>$\max_p$</td>
<td>0.1</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Middle priority queue</td>
<td>$\max_{th}$</td>
<td>-</td>
<td>0.6*BS</td>
<td>0.6*BS</td>
</tr>
<tr>
<td></td>
<td>$\min_{th}$</td>
<td>-</td>
<td>0.2*BS</td>
<td>0.2*BS</td>
</tr>
<tr>
<td></td>
<td>$\max_p$</td>
<td>-</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Low priority queue</td>
<td>$\max_{th}$</td>
<td>0.5*BS</td>
<td>0.5*BS</td>
<td>0.5*BS</td>
</tr>
<tr>
<td></td>
<td>$\min_{th}$</td>
<td>0.1*BS</td>
<td>0.1*BS</td>
<td>0.1*BS</td>
</tr>
<tr>
<td></td>
<td>$\max_p$</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Committed information rate</td>
<td>CIR</td>
<td>1000000</td>
<td>1000000</td>
<td>1000000</td>
</tr>
<tr>
<td>Peak information rate</td>
<td>PIR</td>
<td>-</td>
<td>500000</td>
<td>-</td>
</tr>
<tr>
<td>Committed burst size</td>
<td>CBS</td>
<td>3000</td>
<td>-</td>
<td>2000</td>
</tr>
<tr>
<td>Excess burst size</td>
<td>EBS</td>
<td>-</td>
<td>-</td>
<td>3000</td>
</tr>
</tbody>
</table>

### Table 2. Performance of RED and Fuzzy: TB, FTP traffic (high priority queue).

<table>
<thead>
<tr>
<th>Buffer size (packets)</th>
<th>Passed packets</th>
<th>Lost packets</th>
<th>Performance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RED</td>
<td>Fuzzy</td>
<td>RED</td>
</tr>
<tr>
<td>20</td>
<td>16394</td>
<td>18186</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>17642</td>
<td>19214</td>
<td>0</td>
</tr>
<tr>
<td>150</td>
<td>18384</td>
<td>20159</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 3. Performance of RED and Fuzzy: TB, FTP traffic (low priority queue).

<table>
<thead>
<tr>
<th>Buffer size (packets)</th>
<th>Passed packets</th>
<th>Lost packets</th>
<th>Performance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RED</td>
<td>Fuzzy</td>
<td>RED</td>
</tr>
<tr>
<td>20</td>
<td>27865</td>
<td>36434</td>
<td>759</td>
</tr>
<tr>
<td>70</td>
<td>38184</td>
<td>40164</td>
<td>148</td>
</tr>
<tr>
<td>150</td>
<td>39592</td>
<td>39712</td>
<td>72</td>
</tr>
</tbody>
</table>

### Table 4. Performance of RED and Fuzzy: TB, FTP traffic (total).

<table>
<thead>
<tr>
<th>Buffer size (packets)</th>
<th>Passed packets</th>
<th>Lost packets</th>
<th>Performance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RED</td>
<td>Fuzzy</td>
<td>RED</td>
</tr>
<tr>
<td>20</td>
<td>44259</td>
<td>54620</td>
<td>759</td>
</tr>
<tr>
<td>70</td>
<td>55826</td>
<td>59378</td>
<td>148</td>
</tr>
<tr>
<td>150</td>
<td>57976</td>
<td>59871</td>
<td>72</td>
</tr>
</tbody>
</table>

### Table 5. Performance of RED and Fuzzy: TB, bursty traffic (high priority queue).

<table>
<thead>
<tr>
<th>Buffer size (packets)</th>
<th>Passed packets</th>
<th>Lost packets</th>
<th>Performance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RED</td>
<td>Fuzzy</td>
<td>RED</td>
</tr>
<tr>
<td>20</td>
<td>44700</td>
<td>45691</td>
<td>624</td>
</tr>
<tr>
<td>70</td>
<td>35856</td>
<td>40284</td>
<td>1131</td>
</tr>
<tr>
<td>150</td>
<td>36976</td>
<td>36416</td>
<td>1037</td>
</tr>
</tbody>
</table>

### Table 6. Performance of RED and Fuzzy: TB, bursty traffic (low priority queue).

<table>
<thead>
<tr>
<th>Buffer size (packets)</th>
<th>Passed packets</th>
<th>Lost packets</th>
<th>Performance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RED</td>
<td>Fuzzy</td>
<td>RED</td>
</tr>
<tr>
<td>20</td>
<td>10338</td>
<td>12191</td>
<td>5145</td>
</tr>
<tr>
<td>70</td>
<td>23190</td>
<td>19673</td>
<td>2277</td>
</tr>
<tr>
<td>150</td>
<td>22250</td>
<td>23215</td>
<td>1450</td>
</tr>
</tbody>
</table>

### Table 7. Performance of RED and Fuzzy: TB, bursty traffic (total).

<table>
<thead>
<tr>
<th>Buffer size (packets)</th>
<th>Passed packets</th>
<th>Lost packets</th>
<th>Performance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RED</td>
<td>Fuzzy</td>
<td>RED</td>
</tr>
<tr>
<td>20</td>
<td>55038</td>
<td>57882</td>
<td>5769</td>
</tr>
<tr>
<td>70</td>
<td>59055</td>
<td>59957</td>
<td>3408</td>
</tr>
<tr>
<td>150</td>
<td>59226</td>
<td>59631</td>
<td>2487</td>
</tr>
</tbody>
</table>

### Table 8. Performance of RED and Fuzzy for TSW (high priority queue).

<table>
<thead>
<tr>
<th>Buffer size (packets)</th>
<th>Passed packets</th>
<th>Lost packets</th>
<th>Performance ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RED</td>
<td>Fuzzy</td>
<td>RED</td>
</tr>
<tr>
<td>10</td>
<td>4759</td>
<td>4806</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>4890</td>
<td>4850</td>
<td>0</td>
</tr>
<tr>
<td>150</td>
<td>4868</td>
<td>4852</td>
<td>0</td>
</tr>
</tbody>
</table>

The number of passed packets are nonzero, is defined:

\[\text{Performance Ratio (PR)} = \frac{\text{Number of lost packets}}{\text{Number of passed packets}}\]

- **The TB scheme**

The goal of the TB scheme is to allow a source to send a stream of "in" packets at a rate equal to the target rate with a predetermined burst size. The marker uses the following rule: A packet is marked as "in-profile", if there is a token available, otherwise it is sent as "out-of-profile". In Tables 2–4, for FTP traffic and under different values of the buffer size, the performance of Fuzzy and RED mechanisms are given. The number of traffic sources are equal to 20. As shown in these tables, for both low and high priority queue, the proposed fuzzy model has a better channel utilization and packet loss probability as well. For example, when the buffer size is equal to 20 packets, the total performance ratio of Fuzzy and RED mechanisms are 0.004 and 0.02, respectively. In this case, for the RED mechanism, the channel utilization is 30% less than that of the fuzzy RED mechanism.

Tables 5–7 summarize the results of the simulation for bursty traffic. In this case, 20 bursty sources are connected to the router. It is clear that for any buffer size, the channel utilization of the fuzzy model is higher than that of the RED mechanism, and the

extended for DiffServ routers. The performance of fuzzy model is evaluated with 3 different metering/marking mechanisms including: TB, TSW, and SrTCM. In Table 1, the values of simulation parameters are given. In this table, BS refers to buffer size. To quantitatively measure the performance of these mechanisms, the following performance ratio for cases in which the
loss probability of the Fuzzy is lower than that of the RED. For example for a high priority queue, for a buffer size of 70 packets, the performance ratio of Fuzzy and RED are equal to 0.002 and 0.03, respectively.

- **The TSW scheme**

The goal of the TSW algorithm is to automatically allocate the channel bandwidth in a certain region during periods of congestion. The bandwidth denoted by a single parameter is specified by the service level agreement. In Tables 8–11, for FTP traffic and under different buffer size, the performance of proposed Fuzzy model and RED is given. In this case, twenty FTP traffic sources are connected to the router. Based on results shown in these tables, it is clear that for any buffer size and for any priority, the performance of the Fuzzy is better than that of the two RED mechanisms. For example, at a low buffer size (10 packets), the total performance ratio of Fuzzy and RED is 0.007 and 0.02, respectively. In this case, the channel utilization of fuzzy model is 1.04 times that of the RED mechanism.

Now we consider the case in which the number of traffic sources changes. Tables 12–15 list the results of the simulation for this case. The buffer size was set to 100 packets. The results confirm that at any number of sources and for all level of priorities, the Fuzzy outperforms remarkably the RED mechanism.

- **The srTCM scheme**

The srTCM, marks the input IP packets green, yellow, or red. Marking is based on a committed information rate (CIR) and two associated burst sizes, or a committed burst size (CBS) and an excess burst size (EBS). The behavior of the srTCM meter is specified in terms of two token buckets, C and E, which both share the common rate CIR. The maximum size of the token buckets C and E are CBS and EBS, respectively.

In Tables 16–19, for FTP traffic sources and at different number of sources, the performances of both mechanisms are shown. The buffer size was set to 50 packets. For example, when the number of traffic sources is equal to 4, the total performance ratio of Fuzzy and RED is equal to 0.0002 and 0.07, respectively. Furthermore, the Fuzzy model transmits 6562 more packets than the RED mechanism.

**VI. CONCLUSIONS**

Random early detection (RED) is the most important AQM mechanism proposed in the literature to solve problems caused by the drop tail (DT) queue management mechanism. Based on previous research activities, the traditional RED algorithm contains severe problems. The performance of the RED is too sensitive to the traffic load and its parameter settings. In this paper, a fuzzy logic control approach for active queue management is presented. In the proposed model, a fuzzy logic controller is used to dynamically tune the dropping probability of
the RED mechanism. The main objective of the model is to tune the $max_p$ parameter of the RED mechanism so that its average queue size remains nearly constant. The performance of the proposed fuzzy controller was measured for two types of traffic sources, including FTP and bursty traffic. It was observed that the proposed fuzzy controller can protect the QoS of TCP connections while simultaneously it perfectly utilized the network resources. The performance of fuzzy controller was compared with those of the Feng’s and the Floyd’s adaptive RED mechanisms too. In this case, it was also observed that the proposed model is clearly superior to their models. Finally the proposed fuzzy control model was applied to the DiffServ networks. The simulation results helped us to judge the merit of the proposed fuzzy mechanism.
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