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ABSTRACT

The objective of this paper is to evaluate the performance of an operating system for embedded devices to that of the commercially available Windows platform. Analysis includes benchmarking the operating systems using a "typical" PC workload, as well as identifying low-level areas in which the updated OS is limiting or enhancing the system performance. The primary benchmarking suites selected for this paper are "WinStone" and "HBench", with the former providing an application-based suite of tests and the latter providing the most direct means for isolating operating system effects on the system. We have demonstrated in a case study for embedded microprocessors, and evaluated a Windows platform at a low-level test as well as an application level using a benchmarking suite.

I. INTRODUCTION

As embedded systems, such as PDAs, mobile phones, point-of-sale devices, VCRs, industrial robot control, or even toasters, become more complex hardware-wise with every generation, applications they run require more and more actual operating system code in order to keep the development time reasonable.

Also, an operating system for embedded systems is arguably the most important component that go into a computer [1]. The purpose of an operating system is to serve as an interface between the user and/or application programs
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and the computer hardware. The operating system is responsible for exercising overall control of the computer including allocating of resources, scheduling of operation, and enforcing security and protection between separate programs, processes and/or users [2]. The main purpose of the operating system is to maximize the utilization of the computer’s resources while providing users with the perception that they have sole ownership of those resources.

Since the early 1990s, the PC platform has been largely dominated by Microsoft’s Windows Operating System. In today’s world of media frenzy and marketing, it is rare that products are truly compared on the basis of their merits.

Consumers must critically evaluate the manufacturer’s benchmarks to screen against misleading metrics and to ensure benchmarks accurately reflect the intended workload of the systems. These study first attempts to determine what differences, if any, exist between the embedded operating systems at a low, primitive, functional level and then compares the performance of each operating system for embedded devices under an application-based workload.

In this paper, we observed an operating system that suits the needs of a general purpose computer as well an embedded processor. Windows is designed to provide manageability, reliability and flexibility for many types of applications in the embedded system area. As with any operating system, Windows platform must efficiently handle user input and system resource utilization.

The remainder of the paper is organized as follows. In Section 2, we describe related evaluation methods. In Section 3, we address the case study in the context of embedded systems. Section 4 presents the details of the test environment. In Section 5, we report the result of our test for evaluating the operating system performance. Finally, Section 6 concludes the paper with a discussion of future work.

II. EVALUATION OF OPERATING SYSTEM

In order for an operating system to be effective, it must demonstrate some key characteristics. These include concurrency, sharing, long-term storage, and non-determinacy [3]. Concurrency deals with the existence and ability to handle several simultaneous processes with the aim of servicing each such that the existence of other active processes is not perceived. Concurrent processes will likely have to share the limited computer resources, programs and/or common data. The operating system must provide for efficient distribution among active processes.

As processes share resources and programs, the need for internal long-term storage arises. Internal storage also provides a convenience for the user. Although process should produce the same results each time they are run, the operating system must be able to be run in an unknown and variable internal environment. The outcome of a process must not be affected by the operating system’s responding to numerous contingencies (i.e., other processes, interrupts, errors, etc).

In addition to the above requisite characteristics, there are several desirable features operating systems should display. Although not functionally essential, given increasing computer complexity and market competition, most operating systems today display all of the following features: easy to use interface, efficiency, flexibility, security/integrity, reliability, maintainability, and transparency to the user [4].

A. Functionality of Operating System

The function of an operating system can be grouped into two components: management and support. The management component controls the computer and is composed of three sub-functions: (i) job management, (ii) task management, and (iii) data management [2]. Job management deals with program evaluation and execution, while task management deals with lower level component tasking.

A process is a system activity such as a program in execution, a time-shared user program, or a subsystem task [4]. Once a process is initiated, either as the result of a parent’s fork()operation or internal system generation, it is the operating system that evaluates the requirements of that process and controls its execution.

The data management component embodies several functions to include memory, secondary storage, input/output (I/O), and file management [4]. Broadly stated, the goal of
data management is to provide an efficient, logical way to store and transfer data while “hiding” hardware peculiarities from the user. Data management mechanisms must be independent of both the physical form with which the data is stored as well as information represented by the data.

**B. Support Component for System Function**

The second component of an operating system, the support component, consists of functions that support the management component and as well provide aids for the user. Although many of the support functions seem similar to some of the management functions, they are distinguished by their functionality. The support component can be divided into three general sub-categories: (i) service functions, (ii) system calls, and (iii) system programs. [4].

System calls provide the interface between a running program and the operating system. Programs use system calls to cause certain operating system functions to be performed during execution. Programs can use system calls to perform any of the following functions: process and job controls, file manipulation, device management, and information management [4].

System programs solve common problems and provide a more convenient environment for program development and execution. If system programs were not included as part of the operating system, it is likely that the user would want to write their own programs to perform similar operations. The operating system provides system programs to facilitate file manipulation, status information, file modification, program loading and execution, and common application programs [4].

**III. A CASE STUDY**

The motivation for researching this case is fairly straightforward. First, it is interesting to determine if the type Microsoft had created about NT5.0 platform had any real foundation. In addition, they have been touting this new version as the “premier” operating system of the future, claiming that it will serve everyone’s needs in the best way possible.

**A. An Analysis on Windows NT platform**

The Windows NT platform is a powerful operating system that suits the needs of network administrators as well as the normal user. Windows NT platform is designed to provide manageability, reliability, and flexibility for many types of applications. As with any operating system, the Windows NT platform must efficiently handle user input and system resource utilization.

Yet, another reason to investigate this operating system was because Windows-based systems are by far the most widespread and their presence is growing daily. Plus, the new version has an impressive list of enhancements. It will include a completely revamped file system that will make it more "Internet friendly" and easier to view multiple drive volumes on a network [8]. Security will become even greater with file-level encryption. It has been designed to look and feel more like its easy-to use cousin Windows 95/98, including a high level of Internet integration. Configuration will be much easier with its support for Plug and Play devices, as well as other peripheral (DVD, USB, and Firewire). Probability features will include both partial shutdown as well as hibernation for resuming without actually shutting down. This is only a partial list of the innovations to be included with the NT5.0 platform.

**B. Architecture and File System**

Much of Windows NT’s renowned stability is a direct result of the operating system’s architecture that uses "modified microkernel" architecture. Core operating system services used for thread scheduling multiprocessor synchronization, and other low-level tasks are implemented in the microkernel. A separate layer on top of the microkernel controls virtual memory management, process management, and other operating system services. The microkernel itself is insulated from the physical characteristics of timers, interrupt controllers, and other hardware devices by services in the Hardware Abstraction Layer (HAL). These control features are referred to as “Self-Organizing Computer System [6].”

Modern embedded microprocessors allow paths taken
through code stored in memory (threads of execution) to run at various privilege levels. Code running at a low privilege level can’t access data in memory marked with higher privilege levels. The NT Executive runs in the highest privilege level, the kernel mode. Intel x86 processors support four privilege levels, referred to as rings 0 to 3, and kernel mode is synonymous with ring 0. Applications are run in user mode (ring 3 on Intel CPUs). This makes it impossible for an application to corrupt code or data stored in the Windows NT Executive because the processor will notify the operating system of attempted invalid memory accesses [6].

One notable feature found in the Windows NT’s architecture is that portions of the operating system, referred to as the subsystems, run user-mode processes alongside application processes. The subsystem provides the environments in which applications run. The Win32 subsystem provides the application program interface (API) services that Windows application calls to do such things as creating windows and opening files. When a Windows application calls an API function in the Win32 subsystem, which may happen several hundred times per second, the operating system’s original API services out of the Win32 subsystem and into the operating system’s kernel to yield a performance boost and reduce memory requirements. Moving the window manager to the kernel eliminated a key bottleneck, numerous context switches, which limited bandwidth between the window manager and application programs that call window manager services [6].

Windows NT4.0 offers users multiple File System methods. Originally, with operating systems such as DOS, and continuing through the Windows 95/98 line, users would format their drives into FAT partition. Windows NT4.0 offers NTFS (NT File System) formatting as well. One of the main advantages of an NTFS partition over a FAT partition is that an NTFS disk partition can’t become fragmented. The performance of a FAT partition can become considerably deteriorated due to fragmentation, which is why there are tools to repack, or defragment, a FAT partition. Microsoft maintains that NTFS doesn’t need a defragment tool, that it is effectively self-defragmenting. The "large fluffy disk" heritage of the FAT format is gone, replaced by a properly designed and structured file system that has some similarities to Unix file system. Microsoft has barely documented many of the NTFS performance features, although most are considered "standard accepted practice" for sensible disk systems [7].

With Windows NT 5.0, the FAT32 file system was introduced. FAT32 offers an alternative to the inflexible FAT system without having to incur the overhead associated with the NTFS system. FAT32 manages data in a similar manner to the FAT system but provides the user some flexibility in establishing file system parameters. FAT32 permits partition sizes in excess of the 2GB maximum that was imposed under FAT and also permits variable cluster sizes so the user may "custom design" the file management parameters to best suit the needs of the workload.

IV. TEST ENVIRONMENTS

In this section, we describe a test environment of operating system that will be considered for the embedded microprocessor. The test environment is a Dell precision 410 workstation. It utilizes a Pentium II processor with a clock speed of 400 MHz, 256 MB of main memory, 32 KB L1 cache, 512KB L2 cache, 4GB EIDE hard drive, and SCSI CD-ROM.

A. Benchmarking Tools

As mentioned earlier, to obtain the most complete evaluation of the Windows 5.0 operating system for embedded devices, we plan to conduct two different types of tests. The first using HBench-OS is designed to evaluate the operating system at a low level. The second using WinStone 98 suite is designed to evaluate the operating system under a realistic, application based workload.

B. HBench-OS Suites

This evaluation involved determining how well the operating system was interacting with the hardware, including the processor, BIOS, video subsystem, hard drives, and any other hardware subsystem. To do this we used a tool
developed by Aaron Brown and Margo Seltzer at Harvard University [9] called HBench-OS. HBench is suite of benchmarks designed to measure the performance of primitive functionality provided by an OS/hardware platform. The primary reason for selecting this tool is the simple fact that it was the only low-level benchmark readily available that we could find. HBench runs tests to determine:
- Memory bandwidth and latency
- File transfer bandwidth and latency
- Process communication bandwidth
- Context switch latency
- File system management latency
- System call latencies
- Networking bandwidth and latency

One problem we encountered with HBench is the fact that it was written for a Unix environment. Since Windows NT is far form being similar to a Unix-like environment, we had two choices. We could rewrite the entire test to work under NT, or we could find some way to emulate Unix in the NT environment.

We used the file system type and cluster size as the variables for our experiments. We ran the HBench test on NTFS, FAT16 and FAT32 with varied cluster sizes for both NT4.0 and NT5.0. The tables below shows the exact tests run during the tests.

### C. WinStone 98 Suites

The second type of tests is a more "user" level test. Seeing how the system would perform from the user’s eyes is the primary motivation behind this type of testing. There are several common benchmarking suites that perform such test. One of the most popular is ZiffDavis’s WinStone, which does an application-based evaluation. WinStone opens several of the most popular software packages, such as Microsoft Office and Internet Explorer, and automatically performs typical user actions, including typing, file saves, mouse clicks, cut and paste, etc. The WinStone suite presents the most "lifelike" workload to the system possible, while maintaining continuity across separate test runs.

We ran the entire suite of test on both Windows NT4.0 and NT5.0. Because HBench should reveal any performance differences due to file system and cluster size, we did not vary those parameters for the WinStone tests. To obtain an “out-of-the-box” performance estimate, the tests were run using the default NT drive parameters, NTFS with a 1KB cluster size. Again, no user programs were open during the testing.

### V. RESULTS AND ANALYSIS

In this section, we discuss two test results, HBench at a low-level and WinStone at an application level, for evaluating the operating system performance.

#### A. Hbench-OS Suite (Primitive Functionality)

In particular, the networking tests were not used because our testing environment did not support networking. In addition, several of the tests would not compile properly or were deemed nonessential given the suite of test that would compile properly. A description for each of the tests that were run and a portion of the results from each is given below.

**A.1. Memory Copy Bandwidth**

The memory copy bandwidth test determined the
maximum throughput possible between two buffers in memory. It could use either the operating system's `libc bcopy()` or `memcpy()` or an unrolled loop. It took three parameters - the size of the memory buffer to copy, whether to use the OS's `libc copy` routine or an unrolled loop and whether to use buffers that are page-aligned or displaced relative to each other. The following results are for an NTFS file system using memory and an unaligned buffer.

![Figure 1: Memory Copy Bandwidth Comparison](image)

Figure 1 shows comparison result of memory copy bandwidth. There is little difference in the memory performance between the two versions of NT. This parallelism holds regardless of the file system, thus the FAT results are not included. Coincident with intuition the results for this test were independent of the cluster sizes and file system types. This was expected since virtual paging should not be necessary due to the size of our RAM, the hard drive should not be accessed during this test. One noticeable characteristic of these graphs is the stair-stepping they seem to exhibit. As the buffer size is increased the bandwidth not only decrease, but it does so in seemingly quantized units. It is hard to know exactly why this occurs. Most likely this relates to the cache and its effects on memory operations. Since caching is done in blocks and the steps seems to coincide with the system level cache size (L1 and L2 cache), each "step-down" probably indicates an overflow to another block in cache memory. For this project, the most important observation to be made from these graphs is the simple fact that NT5.0 and NT4.0 performed at about the same level in all cases.

A.2. Basic Context Switch Latency

Context switching is a very important feature of most operating systems today. This procedure involves saving the current state of the machine for the running process, selecting the next process to be run and resuming the machine to the state of the new process. A process state includes the value of the instruction counter, all of the data registers, among other things. If this switching occurs too often, the operating system will incur too much overhead processing, having a significant effect on the system's performance.

To test the latency of a context switch, HBench passes a token through a series of pipes connecting different processes. The HBench authors defined the context switch latency to be "the time it takes the systems to switch hardware contexts and to update hardware TLBs, etc" [9]. They explain further that they "specifically exclude any latency due to satisfying cache conflict misses that are artifacts of the context switch" because they do not feel that this is overhead that the operating system forces upon the system. The parameters for this test include the size of the memory footprint of the test processes as well as the number of processes to be run simultaneously. Our parameters included varying the memory footprint from 0-64 KB and varying the number of processes from 2-20.

![Figure 2: Context Switching Latency](image)

Figure 2 illustrates results for this test under Windows NT5.0 platform. Unfortunately, this test would not run successfully under NT4.0, causing the system to hang when it was executed. Some interesting observations can be made about NT5.0, however. As is evident, the results were essentially identical for the different types of file systems. This makes perfect sense since the file system should not be involved in these operations. Nonetheless, the latency does increase as the number of processes is increase. Of special interest is the fact that the latency increases quite rapidly.
when changing from one or two processes up to around five processes. The change in latency when above five processes is slight in comparison. NT5.0 no doubt uses several data structures to store the information for all processes that are currently running on the queue. As the number of processes increases the amount of overhead necessary to manipulate all of these data structures increases dramatically as well. The initial increase in overhead for handling this data explains the initial jump in latency. Any additional processes still increase the amount of overhead, but not as much as at first.

A.3. Latency of the File System Layer (VFS layer)

Yet another aspect of the file system is being tested. The purpose of this test is to determine the basic overhead of the operating system’s functionality by writing one byte of data to/dev/null.

![Fig 3. File System Layer Latency](image)

The results for this test are quite conclusive. The upgrade has finally outperformed its predecessor!. NT5.0 has a much better implementation of its file system handling mechanism than does NT4.0. This is noteworthy because NT5.0 achieved better performance despite the increased functionality of its file management system such as improved security and scalability. Although the details are unknown, it is obvious Microsoft has incorporated some form of optimization to offer the additional overhead associated with NT5.0. Notice there was little variation between the different file system types for a given version of NT. This implies that the HBench test did a good job of isolating the operating system’s overhead form the file system’s overhead.

B. WinStone Suite (Application Level)

The WinStone benchmarking tool opens a number of the most popular software packages and emulates a typical use workload. Some of the programs it uses are Microsoft Access, Microsoft Excel, Microsoft Work, Corel Draw, Adobe PhotoShop, Microsoft Internet Explorer, and many more. It not only emulates typing, but mouse clicks, drag and drop, cut and paste, and many of the most popular functions. WinStone returns a single numeric value, in its own WinStone units, for each types of test that was run. This makes interpreting the results quite straightforward. The graph below shows the average results specific tests from the WinStone suite.

![Fig 4. Results of WinStone 98 Benchmarking Suite](image)

The surprising conclusion, obvious from the results, is that Windows NT4.0 performs better than NT5.0 for each application. This result is counterintuitive, as reason dictates that for an upgraded version to be successful, it should outperform its successor.

The more robust user interface, increased data security, and other features included in Windows NT5.0 undoubtedly add overhead and this is reflected in a performance decrease from that of NT4.0 at the application level.

IV. CONCLUSION

A number of systems are marketed as embedded operating systems, often with the additional adjective “embedded devices.” Rather than presenting a description of operating systems generally, this paper addresses knowledge of operating system concepts for embedded microprocessors in
pointing out an usage of operating system for embedded devices. We concluded with more or less "traditional" operating system issues, reconsidered in the light of embedded operating systems.

It is likely that the increased functionality associated with Windows platform is the cause of this decreased system usages. Designers of embedded devices face more constraints than designers of general-purpose devices. Power, energy, efficiency, cost, and physical dimensions usually have a much bigger role in embedded systems. Further research to pinpoint the exact cause(s) of Windows's reduction in application-level performance requires different benchmarking techniques than included in this study and warrants additional research.
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