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Abstract An ad hoc network is multi-hop wireless formed by mobile node without infrastructure. Due to the mobility of nodes in mobile ad hoc networks, the topology of network changes frequently. In this environments, multicast protocols are faced with the challenge of producing multi-hop routes and limitation of bandwidth. We compare the performance of two multicast routing protocols for mobile ad hoc networks - Serial Multiple Disjoint Tree Multicast Routing Protocol (Serial MDTMR) and Adaptive Core Multicast Routing Protocol (ACMRP). The simulator is implemented with GloMoSim.
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Ⅰ. 서론

모바일 에드 헥 네트워크(MANET) [9]라는 비레이스 스터이션 같은 설치된 인프라스트럭처를 사용하지 않고 노드들이 멀티 헥 무선 링크를 통해서 통신을 한다. 에드 헥 네트워크에서 각각의 노드들은 라우팅에 역할을 한다. 에드 헥 네트워크 멀티캐스트 라우팅 프로토콜의 주 과제는 각각의 통신 노드들에게 멀티 헥 경로를 제공하는 방법이다. 멀티캐스트 라우팅 프로토콜은 노드들의 높은 이동성으로 인한 빈번하고 예측불능한 네트워크 톨로지의 변화에 대한 대응이 필요하다. MANET에서 유니캐스트 라우팅 프로토콜을 이용한 점대점 통신은 많은 연구가 되어왔다. 하지만 대부분의 MANET 어플리케이션들은 그룹 통신에서 동작한다. 그러므로 멀티캐스트 라우팅 프로토콜이 필요하다. 멀티캐스트 라우팅 프로토콜은 크게 트리 기반과 메시지 기반 두 가지로 분류된다. 트리 기반 프로토콜은 유선네트워크 환경에 매우 적절한 방식이다. 유선 네트워크에서 멀티캐스트를 제공하기 위한 많은 방식들은 거의소스 기반 또는 공유 트리 기반이다. 트리 기반 멀티캐스트 라우팅 프로토콜의 예로는 Ad hoc Multicast Routing Protocol Utilizing Increasing ID Numbers (AMRIS) [10], Multicast Ad hoc On-Demand Distance Vector (MAODV) [11],

*정현희, 한국대학교 전자통신공학부
**정현희, 전자부품연구원 통신 네트워크 센터
점수일자 2008.9.11, 수정일자 2008.9.29

이론의 목적은 에드 호 네트워크의 두 가지 멀티캐스트 라우팅 프로토콜의 성능을 비교분석하는 것이다. 우리 노드의 이동 속도 변화를 통해 이동성의 효과를 살펴봤다. 이 논문은 다음과 같이 구성되어 있다. 다음과 같은 서브획을 적용하여 설명한다. 3장에서는 시뮬레이션 환경과 두 멀티캐스트 라우팅 프로토콜의 성능 분석을 포함하고 있다. 마지막으로 4장에서는 결론을 내린다.

Ⅱ. 멀티캐스트 프로토콜

1. Serial Multiple Disjoint Multicast Routing Protocol (Serial MDTMR)

Serial Multiple Disjoint Multicast Routing Protocol (Serial MDTMR)은 다중의 멀티캐스트 스트림을 위해 두 개의 디스조인트한 멀티캐스트 트리를 구성한다. Serial MDTMR는 두 개의 트리의 디스조인트함을 유지함으로써 합당한 연결성을 유지한다. 기본 프로토콜은 다음과 같다. 먼저 가장 짧은 경로의 멀티캐스트 트리를 구성한다. 그 다음 짧은 경로의 멀티캐스트 트리를 구성한다. 두 경로 중간 노드들을 공유하지 않기 때문에 두 트리는 서로 다스조인트하다.

ODMRP와 유사하게, Serial MDTMR의 그룹 멤버십과 멀티캐스트 트리는 소스의 요구에 의해 구성되고 업데이트 된다. 멀티캐스트 소스가 패킷들을 전송할 때, 멀티캐스트 트리 구성/ 재구성 두 단계를 시작한다. 첫 번째 단계에서 소스는 전 네트워크에 트 ID를 포함한 JOIN REQUEST 메시지를 보로드캐스트 한다. 노드가 첫 번째 트리를 위한 중복되지 않는 JOIN REQUEST 메시지를 수신하면 상행 노드 ID를 저장하고 그 패킷을 다시 보로드캐스트 한다. JOIN REQUEST 메시지가 멀티캐스트 리시버에 도착하면 리시버는 자신의 멤버 테이블에 소스 엔트리를 생성 또는 업데이트한다. 그리고 리시버는 JOIN ACK 메시지를 가장 짧은 경로를 통해 멀티캐스트 소스에 유니캐스트 한다. 역 경로 중의 중간 노드가 중복되지 않으면 JOIN ACK 메시지를 수신하면, 포워딩 테이블에 거기에 상응하는 포워딩 상태를 업데이트하고 자신의 상향 노드로 그 메시지를 포워드 한다. 트리의 각 중간 노드는 트리 형성 사이클을 동안 오직 한번만 JOIN ACK 메시지를 포워드 한다. 그러므로 두 트리 중 중간 노드들을 공유하지 않게 된다.

첫 번째 JOIN ACK 메시지를 수신하면 멀티캐스트 소스는 두 트리의 디스조인트함을 위해 두 번째 JOIN REQUEST 메시지를 보로드캐스트한다. 전에 짧은 경로를 동안 대기한다. 노드가 중복되지 않은 JOIN REQUEST 메시지를 수신하면 첫 번째 트리의 중간 노드를 제외한 다른 노드들에게 그 패킷을 포워드 한다. JOIN REQUEST 메시지가 리시버에 도착하면, 리시버는 두 번째 트리 형성을 위해 JOIN ACK를 유니캐스트 한다. 그림 1은 트리 형성의 전 과정을 보여준다. 깔끔은 네트워크의 아래에 묶어 있는 토폴로지를 나타내고 있고 실 선 화살표는 두 트리를 나타내고 있다. 멀티캐스트 트리 형성에 사용되지 않는 엑스트라 컨트롤 패킷은 이 그림에 나타나 있지 않다. 첫 번째 단계에서 2, 4, 5 노드는 그들이 수신하는 모든 JOIN REQUEST 메시지를 폐기한 후 두 번째 트리 형성에 참가하지 않는다. 두 번째 트리의 중간 노드는 1과 3 노드이다. Serial MDTMR는 두 트리간의 중간 노드들을 공유하지 않는 것은 보장하지만 각각의 리시버들이 두 트리에 연결되어 있다는 것을 보장하지 않는다는 점을 주의해야 한다.
그림 1. Double Disjoint 트리 형성 과정  
(a) 첫 번째 트리 (b) 두 번째 트리  
Fig. 1. Double Disjoint Tree Construction  
(a) the first tree (b) the second tree

2. Adaptive Core Multicast Routing Protocol (ACMRP)  

Adaptive Core Multicast Routing Protocol (ACMRP)는 에드 허 네트워크상에서 멀티캐스트 패킷 전송을 지원하기 위해 디자인되었다. ACMRP는 메쉬 기반의 멀티캐스트 프로토콜이고 매우 적응성이 강한 코어의 동작에 주로 의존하고 있다. 그림 2는 ACMRP의 메커니즘을 두 형태로 간단하게 보여주고 있다. 그림 2 (a)에서는 소스에서 리시버로 어떻게 멀티캐스트 데이터가 전송되는지 보여 주고 있다. 그림 2 (b)에서는 코어의 동작과 어떻게 메쉬가 형성되고 재구성되는지를 나타내고 있다.

그림 2. ACMRP 메커니즘  
(a) 소스에서 멀티캐스트 리시버로의 데이터 보급  
(b) 코어의 동작 및 메쉬 형성  
Fig. 2. ACMRP mechanism  
(a) Data dissemination from a source to multicast receivers (b) Core’s operation and mesh construction

가. 코어 센팅

첫 번째 소스가 전송할 멀티캐스트 패킷이 있다면 새로운 코어가 생성된다. 소스가 그룹에 멀티캐스트 데이터를 전송하기 전에 먼저 그 네트워크에 다른 코어가 존재하는지를 확인하기 위해 그 지역의 JREQ 캐시를 체
크다. JREQ 캐치는 최근에 수신한 JREQ들의 리스트 이다. 만약 캐치에 그 그룹의 코어에서 JREQ를 수신하였다면 멀티캐스트 메시지가 형성되었다고 가정할 수 있다.

그럼 소스는 데이터를 전송할 수 있다. 만약 캐치에 없다면 소스는 새로운 코어가 되고 메시지를 형성한다. 이러한 방식으로 멀티캐스트 메시지가 필요하면 새로운 코어가 생성된다.

반면 캐치에 없거나 소스들은 그룹 하나가 새로운 코어가 되고 필요에 따라 메시지를 형성하게 된다. 적응성이 강한 코어의 설립은 자동적으로 코어의 노드의 고장 및 코어 중단의 링크 고장으로 인한 코어 고장을 처리할 수 있다. 반면에 멀티캐스트 메시지가 사용되지 않는다면 코어는 사라진다. 이 동작은 타이머 만기를 통해 관리된다. 멀티캐스트 프랫을 수신할 때마다 이 타이머를 업데이트한다. 멀티캐스트 데이터 보급이 일시중단되면 불필요한 전달을 드래곤은 제거된다. 코어는 필요에 따라 형성되고 사라진다.

사용 동일한 멀티캐스트 그룹 내에 다중의 코어가 존재한다면 멀티캐스트 패킷이 많지 않아 전송될 수 있을 것이다. 하지만 컨트롤 오버헤드도 코어의 수와 프로토콜 복잡성의 증가와 같이 증가하게 될 것이다. 이러한 이유로 ACMRP는 오직 하나의 코어만 존재하도록 제한하고 있다. 코어의 충돌은 다음과 같은 두 가지 경우가 있다. 첫 번째로 다수의 소스들이 동시에 코어가 없는 경우이다. 두 번째는 멀티만 네트워크 세그먼트들이 하나로 합병되며 따라서 각 세그먼트에 존재하는 코어들이 서로 중첩을 일으키는 경우이다. 코어 중첩이 발생할 경우 다양한 플러시를 적용할 수 있다. 예를 들어 상대적으 로 낮은 IP 주소를 가진 코어, 많은 가입자들을 보유한 코 어 또는 큰 히스토리를 가진 코어를 유일한 코어로 선택한다. 각 코어들은 다른 코어가 보낸 JREQ를 수신함으로써 코어 중첩을 발견한다. 그러면 코어는 코어 중첩을 처리하기 위해 자신의 IP 주소, 가입자 수, 또는 코어 동작 기간 같은 정보를 전송한다. 다른 코어들은 그 패킷을 수신하고 자신이 코어로 남을지를 결정한다. 그 결과 오직 하나의 코어만이 코어의 동작을 계속해서 수행해 나가게 될 것이다.

나. 멀티캐스트 메시지 형성 및 유지

각 코어는 멀티캐스트 메시지를 형성하고 업데이트하기 위해 주기적으로 “Join Request” 패킷(JREQ)을 보로 드레스트 한다. JREQ는 그룹 주고, 코어 주소, 서번스 번호, 상향 노드 주소, 핫 카운트 등의 필드를 포함하고 있다.

첫 번째 세 필드는 코어에 의해 결정되고 나머지 두 필드는 노드들에 의해 업데이트 된다. 노드가 새로운 JREQ를 수신하면 패킷을 자신의 JREQ 캐치에 넣고 코어에 대한 정보를 업데이트한다. 그리고 패킷 내부의 “상향 노드 주소”를 자신의 주소로 바꾸고 패킷을 전송한다.

그룹 멤버들은 중복되지 않는 JREQ 패킷을 수신하면 그들의 상향 노드들에 “Join Reply” 패킷(JREP)을 전송 한다.

JREP를 수신하면 상향 노드는 그 그룹 주소를 비매에 멀티캐스트 패킷 포워드 목적지 주소로 저장한다. 이 노 드로 포워딩 노드들한다. 포워딩 노드는 그 그룹 주소를 포워딩 그룹 테이블에 삽입한다. 그리고 자신의 상향 노 드에 JREP를 전송한다. 마지막 JREP는 코어에 도착한다.

JREP 전파의 역 경로는 그룹 테이블과 코어간의 멀티 캐스트 경로가 된다. 결과적으로 멀티캐스트 코어가 구성된다.

가끔 캐치 시간 동안 노드가 여러 개의 JREP를 수신하는 경우가 있다. 멀티캐스트 경로 형성에는 오직 하나의 JREP만으로 충분하기 때문에 우리는 노드가 JREQ 당 하나의 JREP만을 전송하도록 제한하고 있다. JREP 플래그는 그 노드가 최근에 JREP를 전송했는지를 나타낸다. 노드는 JREP를 전송하기 전에 JREP 플래그를 먼저 체크한다. 만약 플래그가 세트되지 않았다면 노드는 reply 패킷을 전송하고 플래그를 세트한다. 그 노드는 코어로부터 새로운 JREQ 메시지를 전송받으면 플래그를 리셋한다.

### III. 실험 및 결과

1. 시뮬레이션 개요


시뮬레이션 모델은 1000m×1000m의 영역에 무작위로 분산된 50개 노드로 이루어진다. 노드는 random waypoint mobility 모델[8]에 따라 이동한다. MAC 계층
프로토콜로는 2Mbps에서 IEEE 802.11b가 사용되었으며, 전송 범위는 250m이다. 각 시뮬레이션은 310초간 지속되었다. 각각의 소스는 초당 20개의 멀티캐스트 데이터 패킷을 보낸다. 각 패킷은 512byte 길이를 갖는다. 각각의 리시버는 멀티캐스트 그룹 멤버이며, 각 그룹 멤버에 전송하지는 않는다. 멀티캐스트 멤버들은 균등 확률에 따라 랜덤하게 선정되었다. 시뮬레이션 결과는 다른 seed 값으로 7번 이상 결과의 평균을 기초로 얻어졌다.

다음과 같은 기준이 시뮬레이션에서 사용되었다.

1) 패킷 전달률(Packet Delivery Ratio: PDR): 수신된 패킷 수와 수신될 것으로 기대한 패킷 수의 비율이다. 따라서 비율은 수신된 패킷의 총 수를 그룹 크기와 발생된 패킷의 평균 횟수로 나눈 값이다.

2) 종단간 지연(End-to-End Delay): 종단간 지연은 패킷이 보내진 시간과 패킷이 성공적으로 전달된 시간 사이의 차이로 정의된다. 만일 이상한 경로가 없다면, 경로를 생성하면서 소비되는 시간(예를 들어, 경로 탐색 지연)이 종단간 지연에 포함된다. 이 값은 모든 패킷과 모든 수신자들의 평균값이다.

2. 시뮬레이션 결과

그림 3은 노드 이동 속도에 따른 Serial MDTMR와 ACMRP의 패킷 전달률(PDR) 값을 보여준다. Serial MDTMR와 ACMRP에서는, 경로 연결이 끊어졌을 때 데이터 패킷은 다음 그룹 노드들로 형성된 다른 전자 경로에 의하여 수신자에 도달할 수 있다. 그러나, PDR 시뮬레이션 결과는 ACMRP가 Serial MDTMR의 PDR보다 더 높은 패킷 전달률(PDR)이 측정되었음을 가리킨다.

그림 4는 노드 이동 속도에 따른 Serial MDTMR와 ACMRP의 종단간 지연시간을 보여준다. 앞서 설명한 바와 같이 종단간 지연은 이용 가능한 경로가 없을 때 경로 생성에 소비되는 시간을 포함한다. 결과적으로 그림 4와 같이 ACMRP는 Serial MDTMR 보다 더 작은 종단간 지연시간을 갖는다.

그림 3. 패킷 전달률
Figure 3. Packet Delivery Ratio

그림 4. 종단간 지연
Figure 4. End-to-End Delay

IV. 결론

우리는 Serial MDTMR과 ACMRP 두 가지 에드 허덕트워크 멀티캐스트 라우팅 프로토콜의 성능을 비교분석하였다. Serial MDTMR과 ACMRP는 모두 on-demand 경로 발견 방식이지만 서로 다른 기반을 가지고 있다. Serial MDTMR은 트리 기반이고 ACMRP는 메쉬 기반의 프로토콜이다. 두 프로토콜의 시뮬레이션 결과 ACMRP가 노드 이동 속도에 따른 패킷 전달률과 종단간 지연 시간에서 Serial MDTMR 보다 낮은 성능을 보여줬다. ACMRP는 만약 네트워크 상에서 노드의 수가 증가하게 되면 컨트롤 패킷의 수가 가파르게 증가한다는 단점이 있다. 그러므로 추후 과제로 트리와 메쉬 구조의 장점을 모두 가지는 하이브리드 방법에 대해 연구해 볼 것이다.
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