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Abstract

Recently there have been many research efforts focused on imbalanced data classification problems, since they are pervasive but hard to be solved. Approaches to the imbalanced data problems can be categorized into data level approach using re-sampling, algorithmic level one using cost functions, and ensembles of basic classifiers for performance improvement. As an algorithmic level approach, this paper proposes to use multilayer perceptrons with higher-order error functions. The error functions intensify the training of minority class patterns and weaken the training of majority class patterns. Mammography and thyroid data-sets are used to verify the superiority of the proposed method over the other methods such as mean-squared error, two-phase, and threshold moving methods.
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1. 서론

클래스 간의 불균형이 심한 데이터의 인식 문제는 용용분야가 아주 많은 영역에 걸쳐 있음에도 쉽게 해결되지 않을 수 있기 때문에 많은 관심을 끌고 있다. 이러한 인식문제는 금융사기 검출[1], 의료진단[1][2], 기름방류 감시[2], 원적감시[3], 신용평가[4], 은행 대출심사[5] 등에 다양하게 나타난다. 일반적으로 인식기들이 불균형 데이터를 다룰 경우 성능이 저하되는 것은, 클래스 간의 데이터 양이 비슷하고 오인성 시 각 클래스의 비용도 동일한다는 가정 하에서 인식기들이 개발되었기 때문이었다[6].
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이러한 성능저하의 원인을 살펴보면, 첫째로 인식기 학습의 기준이 되는 오차함수가 부적절한 것을 들 수 있다. 예를 들어 클래스 1이 전체 데이터의 1%이고 클래스 2가 99%를 차지하는 경우에 전체 인식률이 향상 되도록 인식기를 학습시키면, 클래스 1(소수 클래스)을 무시하고 클래스 2(다수 클래스)만 인식하여도 99%의 인식성능을 얻을 수 있기 때문에 클래스 1의 중요한 정보를 찾아내지 않는다고[1]. 두 번째로, 클래스가 분포하고 있는 영역이 차별화되면, 그 영역이 불균형한 것을 알 수 있다. 인식기의 학습 과정에서 다수 클래스의 영역이 소수 클래스의 영역을 취해하여 소수 클래스의 인식 성능이 저하된다[1]. 세 번째로, 소수 클래스에 해당하는 샘플의 수가 충분치 않아서 필요한 정보를 얻을 수 없는 것이다[7]. 네 번째, 클래스들이 겹칠 경우, 소수 클래스가 다수 클래스에 몰려서 분리해낼 수 없다[7].


이러한 방법들 중에서 가장 근본이 되는 것은 기본인 식기의 성능 개선이다. 특히, 대부분의 연구가 두 개의 클래스를 인식하는 경우를 대상으로 레벨 확장 문제를 다루고 있으며[1], 여러 개의 클래스를 다룰 경우는 두 개의 클래스만을 다루는 인식기의 조합에 의하여 전체 인식기를 구현한다[10]. 그뿐만, 여러 개의 클래스를 다룰 수 있는 인식기에서 데이터 불균형 문제를 다루도록 하는 것이 보다 더 적절적인 문제 해결 방법이며, 이 분야의 연구도 중요하다[8].

이 논문은 두 클래스뿐만 아니라 여러 클래스의 데이터 불균형 문제로 확장성도 고려하여, MLP(multilayer perceptron)에 고차의 오차함수를 사용하여 데이터 불균형 문제를 해결하는 방법을 제시한다. 이 논문에서 제시하는 방법을 기본 인식기로 사용하면 데이터 레벨, 알고리즘 혹은 양상분 방법에 적용할 수 있다.

이 논문의 구성은 다음과 같다. 먼저 II 장에서 MLP에 고차의 오차함수를 적용하여 데이터 불균형 문제를 해결하는 방법을 제시하고, III 장에서 시뮬레이션으로 제시한 방법의 효용성을 확인한다. 마지막으로 IV 장에서 결론을 냈다.

II. 데이터 불균형 문제의 MLP 학습 방법

1. MLP의 학습

![그림 1. MLP(Mulltityper Perceptron) 구조](image)

MLP가 [그림 1]과 같이 $N$개의 입력 노드 $x$와 $H$개의 중간층 노드 $h$ 및 $M$개의 출력 노드 $y$로 구성되어 있다. 여기, 이를 간략하게 $N-H-M$ 구조 MLP라 한다. 어떤 $N$차원의 입력 벡터 $x=[x_1,x_2,...,x_N]$이 MLP에 입력되면, $j$번째 중간층 노드 $h_j$의 값은

$$ h_j = f(h_j) = \tanh(h_j/2), j=1,2,...,H $$

(1)

와 같이 주어진다. 여기서 $f(.)$는 시그모이드 비선형 함수이며,

$$ \hat{h} = \sum_{i=0}^{N} w_j x_i $$

(2)

는 중간층 노드에 입력되는 가중치 합이다. $w_j$는 $x_i$와
\( h_j \)를 연결하는 중간층 가중치이며, \( x_0 = 1 \)로 주어지고 \( w_{jk} \)는 바이어스이다. 같은 형태로 \( k \)번째 출력 노드에 입력되는 가중치 합은
\[
\hat{y}_k = \sum_{j=0}^{M} v_{kj} h_j, \quad k = 1, 2, \ldots, M
\]  
(3)

이므로, \( v_{kj} \)는 \( h_j \)와 \( y_k \)를 연결하는 출력층 가중치이고, \( h_0 = 1 \)이며 \( v_{0k} \)는 바이어스이다. 최종적으로 \( k \)번째 출력은
\[
y_k = f(\hat{y}_k) = \tanh(\hat{y}_k/2), \quad k = 1, 2, \ldots, M
\]  
(4)
로 주어진다.

이러한 구조의 MLP에 \( P \)개의 학습패턴 \( x^{(p)}(p = 1, 2, \ldots, P) \)와 이들의 출력층 목표벡터 \( t^{(p)} = [t_1^{(p)}, t_2^{(p)}, \ldots, t_M^{(p)}] \)가 주어지면 일반적으로
\[
E_{\text{MSE}} = \frac{1}{2} \sum_{p=1}^{P} \sum_{k=1}^{M} (t_k^{(p)} - y_k^{(p)})^2
\]  
(5)
로 주어지는 MSE(mean-squared error)를 최소화시키도록 MLP의 가중치들이 변경된다[11]. 펜턴식 문제에서 출력층 목표벡터의 각 요소 값들은
\[
t_k^{(p)} = \begin{cases} 
+1, & \text{if } x^{(p)} \in C_k \\
-1, & \text{otherwise} 
\end{cases}
\]  
(6)
와 같이 주어지며, 여기서, \( C_k \)는 클래스 \( k \)에 속하는 패턴들의 집합을 나타낸다[12].

\[
E_{\text{nCE}} = -\sum_{p=1}^{P} \sum_{k=1}^{M} f'(y_k^{(p)}) \left( t_k^{(p)} - y_k^{(p)} \right)^n dy_k^{(p)}
\]  
(7)
와 같이 주어지며, MLP의 출력층 각 노드에 연결된 출력층 가중치는
\[
\Delta v_{kj} = -\eta \frac{\partial E_{\text{MSE}}}{\partial v_{kj}} = \eta \delta_k^{(p)} h_j^{(p)}
\]  
(8)
에 따라 학습된다. 여기서,
\[
\delta_k^{(p)} = -\frac{\partial E_{\text{nCE}}}{\partial y_k^{(p)}} = \frac{t_k^{(p)} - y_k^{(p)}}{2^{n-1}}
\]  
(9)
이다. 또한, 중간층 노드에 연결된 중간층 가중치는
\[
\Delta w_{kj} = -\eta \frac{\partial E_{\text{nCE}}}{\partial w_{kj}} = \eta f'(h_j^{(p)}) x_j^{(p)} \sum_{k=1}^{M} v_{kj} \delta_k^{(p)}
\]  
(10)
에 따라 학습된다. 이렇게 nCE를 최소화시키는 방식의 학습에 의해 얻어지는 성능이 MSE를 사용한 경우보다 좋은 이유는 바로 식(9)로 주어진 출력층의 \( \delta_k^{(p)} \) 신호 때문이다. 이 특성을 좀 더 고찰하기 위하여 \( t_k^{(p)} = 1 \)인 경우의 \( \delta_k^{(p)} \)를 [그림 2]에 그렸다.

![그림 2. 출력층 \( \delta_k^{(p)} \) 신호](image)

MSE를 이용하여 학습하는 경우는
\[
\delta_k^{(p)} = -\frac{\partial E_{\text{MSE}}}{\partial y_k^{(p)}} = (t_k^{(p)} - y_k^{(p)}) f'(y_k^{(p)})
\]  
(11)
와 같이 출력노드의 \( \delta_k^{(p)} \)가 계산된다. 이 경우는 [그림 2]에서 보는 바와 같이 \( t_k^{(p)} = 1 \)이고 \( y_k^{(p)} = -1 \)인 경우 \( (t_k^{(p)} - y_k^{(p)}) \)가 절대계수 불구하고 시그모이드 함수의 기울기 \( f'(y_k^{(p)}) \)가 작은 값을 지니게 되어 \( \delta_k^{(p)} \)의 값이 작아진다. 결국 식(8)에서 \( \Delta w_{kj} \)가 아주 작게 되어 학습이 잘 되지 않는다. 이 상황을 출력노드가 부적절하게 포화되었다고 한다[14]. 한편, nCE 오차함수를 이용한 경우는 \( \delta_k^{(p)} \)가 식(9)와 [그림 2]에서 보는 바와
가능한 \((t_k^{(p)} - y_k^{(p)})^n\) 에 비례하므로 부적절한 포화 현상 없이 학습이 잘 이루어진다[12].

2. 불균형 데이터의 인식문제 학습 방법

이 논문은 MLP의 학습에서 nCE 오차함수의 차수 n에 따라 \(\delta_k^{(p)}\)의 모양이 변하는 것을 이용하여 불균형 데이터의 인식 문제에 대한 해결책을 제시하고자 한다. nCE 오차함수에 의해 MLP를 학습시키는 경우, [그림 2]에서 보아 바와 같이 \(\delta_k^{(p)}\)의 모양은 \((t_k^{(p)} - y_k^{(p)})^n\)으로 나타난다. 즉, \(n = 1\)인 경우는 \(\delta_k^{(p)} = (t_k^{(p)} - y_k^{(p)})\) 이므로 \(n \geq 1\)인 경우보다 상대적으로 큰 값을 가지기 때문에 인식의 제한이 있다. 즉, \(n\)이 커짐에 따라 목표값과 출력값의 차이 \((t_k^{(p)} - y_k^{(p)})\)는 감소더라도 \(\delta_k^{(p)}\)는 점점 더 작은 값을 지니게 되고, 출력층의 개방형 범위이자 이에 비례하여 줄어들게 된다. 즉, \(n\)을 어떻게 정해주느냐에 따라 가중치의 변경량이 증가하기도 하고 감소하기도 한다.

패턴수가 적은 "소수 클래스(클래스 1)" 데이터와 대 대적으로 패턴수가 아주 많은 "다수 클러스(클래스 2)" 데이터가 주어진 두 클래스(two-class) 패턴인식 문제를 고려하자. MLP는 두 개의 출력노드를 가지고 있으며, 소수클래스에 속하는 패턴은 출력 목표벡터가 \([1, 1]\)로 주어지고, 다수클래스에 속하는 패턴의 출력 목표 벡터는 \([-1, 1]\)로 주어진다고 하자. 이에, 소수 클래스 패턴은 첫 번째 출력노드의 목표값이 1 이므로, 첫 번째 출력노드 \(y_1\)을 소수 클래스의 목표노드(target node)라고 한다. \\

\[
E = -\sum_{p=1}^{P} \int \frac{1}{(1 - y_1^{(p)})} \frac{(t_k^{(p)} - y_k^{(p)})^n}{2^{n-2}} dy_1^{(p)} + \int \frac{1}{2^{m-2}} \frac{(t_k^{(p)} - y_k^{(p)})^m}{2^{m-2}} dy_2^{(p)}
\]  \hspace{2cm} (12)

와 같이 된다. 여기서, \(n=2\)는 소수 클라스 목표노드에 적용되는 nCE 오차함수의 차수이며, \(m\)은 다수 클라스 목표노드에 적용되는 nCE 오차함수의 차수이다. 식 (12)의 \(y_k^{(p)}\)에 대한 미분으로 출력층 노드의 \(\delta_k^{(p)}\)를 계산하면

\[
\delta_k^{(p)} = \begin{cases} 
\frac{(t_k^{(p)} - y_k^{(p)})^n}{2^{n-1}}, & \text{if } k = 1 \\
\frac{(t_k^{(p)} - y_k^{(p)})^m}{2^{m-1}}, & \text{if } k = 2 
\end{cases}
\]  \hspace{2cm} (13)

와 같이 된다. 따라서, 소수 클래스 목표노드에 해당하는 \(\delta_k^{(p)}\)는 강하게 발생되고, 다수 클래스 목표노드에 해당하는 \(\delta_k^{(p)}\)는 약하게 발생되어 \(y_1 > y_2\) 인 영역이 다수 클래스의 목표노드 \(y_2\)에 의해 철저히 본 도록 한다.

반면, 소수 클래스 목표노드 \(y_1\)은 목표값이 "1"로 주어지는 경우가 "1"으로 주어지는 경우보다 훨씬 많이며, 다수 클래스 목표노드 \(y_2\)는 목표값이 "1"로 주어지는 경우가 "-1"으로 주어지는 경우보다 훨씬 많으므로, 각 \(\delta_k^{(p)}\)에서 목표값이 1인 경우와 -1인 경우의 수가 불균형을 이루게 된다. 이의 균형을 위하여

\[
\gamma = \frac{P_1}{P_2}
\]  \hspace{2cm} (14)
의 비율만큼 목표값이 "-1"인 $δ_p$와 목표값이 "1"인 $δ_2$를 조정한다. 즉,
\[
\begin{align*}
δ_1' &= \begin{cases} δ_1, & \text{if } t_1 = 1 \\ 0, & \text{if } t_1 = -1 \end{cases} \\
δ_2' &= \begin{cases} δ_2, & \text{if } t_2 = 1 \\ 0, & \text{if } t_2 = -1 \end{cases}
\end{align*}
\] (15)

와
\[
\begin{align*}
δ_1' &= \begin{cases} δ_1, & \text{if } t_1 = 1 \\ 0, & \text{if } t_1 = -1 \end{cases} \\
δ_2' &= \begin{cases} δ_2, & \text{if } t_2 = 1 \\ 0, & \text{if } t_2 = -1 \end{cases}
\end{align*}
\] (16)

가능한 경계를 이용하여, $P_1$은 소수 클래스의 학습패턴
수이며, $P_2$는 다수 클래스의 학습패턴 수이다. 제한한 학습 방법을 알고리즘 1에 정리하였다.

 알고리즘 1. 데이터 불균형 문제의 학습 방법

1. MLP의 초기 가중치를 임의로 설정함.
2. 하나의 학습패턴을 선택함.
3. 선택된 학습패턴을 MLP에 입력함.
4. 식 (1) ~ (4)에 의해 출력층/ 출력층 노드 값 구함.
5. 식 (13)에 따라 출력층의 $δ_p'$를 계산함.
6. 식 (15)와 (16)에 따라 $δ_p'$를 조정함.
7. 식 (8)와 (10)에 따라 가중치를 변경함.
8. 다음 학습패턴을 선택한 후 과정 3~7을 수행함.

III. 시뮬레이션

1. 시뮬레이션 대상 문제


표 2. 시뮬레이션 대상 데이터베이스

<table>
<thead>
<tr>
<th>Data Set</th>
<th>소수 클래스 패턴수</th>
<th>다수 클래스 패턴수</th>
<th>전체 패턴수</th>
<th>소수 클래스 비율</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ann-thyroid13</td>
<td>93</td>
<td>3,488</td>
<td>3,581</td>
<td>2.60%</td>
</tr>
<tr>
<td>Ann-thyroid23</td>
<td>191</td>
<td>3,488</td>
<td>3,679</td>
<td>5.19%</td>
</tr>
<tr>
<td>Mammography</td>
<td>260</td>
<td>10,923</td>
<td>11,183</td>
<td>2.32%</td>
</tr>
</tbody>
</table>

먼저, 감상선 진단(Ann-thyroid) 데이터는 5개의 클래스(클래스 1, 2, 3)로 이루어져 있으며, 각 클래스의 데이터는 학습 및 시험 패턴으로 구성되어 있다. 여기서, class 3은 정상으로 판단한다. 데이터 불균형 문제가 대한 제한한 방법의 효용성을 검증을 위하여 이를 각각 소수-다수 클래스로 구성된 두 개의 클래스 인식 문제로 변형하였다. Ann-thyroid13은 클래스 1과 클래스 3 데이터만을 대상으로 시뮬레이션 하는 것이며, Ann-thyroid23은 클래스 2와 클래스 3 데이터를 대상으로 시뮬레이션 하는 것이다. 물론, 클래스 3이 다수 클래스에 해당한다. [표 2]에 나와 있는 패턴 수는 학습 패턴의 수이며, 이와 별도로 주어지는 시험패턴의 수는 각각 클래스 1이 73개, 클래스 2가 177개, 그리고 클래스 3이 318개이다. Ann-thyroid13과 Ann-thyroid23 문제의 시뮬레이션에서는 학습 패턴으로 MLP를 학습시키며, 시험패턴의 인식률로 각 방법의 성능을 비교한다.

한편, 유방암 검사 (mammography) 데이터는 학습 및 시험패턴의 구분이 없다. 따라서, 이 문제의 시뮬레이션에서는 “1-out-of-5 validation 방법”을 사용하여 각 방법의 성능을 비교한다. 여기서, “1-out-of-5 validation 방법”이란 주어진 데이터를 임의의 5개 집합으로 구성한 후, 한 집합에 속하는 데이터는 시험패턴으로 사용하고 나머지 집합의 모든 데이터는 학습패턴으로 사용하는 방법을 각각 다른 시험패턴을 대상으로 5번에 걸쳐 실시한 후, 얻어진 데이터의 평균으로 성능을 측정하는 방법이다.

2. 성능비교 학습 방법

성능비교를 위한 MLP의 학습 시뮬레이션 방법은 MSE를 이용한 일반적인 방법, 2단계(two-phase) 방법 [3], 문턱 조정(threshold moving) 방법[8], 그리고 이 논문에서 제한한 방법(m=2, N=4)으로 설정하였다.

MLP의 구조(N→H→M)는 Ann-thyroid13 및 Ann-thyroid23 문제의 경우 21→16→2 구조이며, Mammography 문제의 경우 6→4→2 구조이다. 각 시뮬레이션 방법에서 가장 큰 비율을 위하여 $E\{\eta(\delta_p')\}$가 값이 큰 지나도록 학습률 $\eta$를 정하였다. MSE 방법, 2
단계 방법, 문제조정 방법은 $\eta = 0.006$이며, 이 논문에서 제안한 방법은 0.001 × [(n + 1) + (m + 1)]/2이다.
2단계 방법의 시뮬레이션에서는 단계 1에서 단계 2로 넘어가는 기준에 해당하는 "7"값을 0.4, 0.2, 0.1, 0.05, 0.02, 0.01로 사용하여 시뮬레이션한 후 가장 좋은 결과를 보이는 데이터를 [표 3]-[표 5]에 사용하였다.
문제 조정 방법의 경우는 여기서 사용한 MLP의 출력이 (-1, +1) 사이의 값을 가지므로 (0,1) 사이의 값이 되도록 1차 변환한 후에 소수 클래스 목표 노드에 해당하는 출력에 "Tf"를 곱하였다. 즉,

$$y'_{ik} = \frac{(y_{ik} + 1)/2, 1 \, \text{otherwise}}{TH < (y_{ik} + 1)/2, 1 \, \text{otherwise}}$$

(17)

같이 출력노드 값을 변환시킨 후, 그 결과 값을 이용하여 인식결과를 판단한다. "TH"는 2, 3, 4, ...로 적용하였으며, G-Mean이 제일 좋은 결과를 보이는 데이터를 표 작성에 사용하였다.

Ann-thyroid13과 Ann-thyroid23 문제의 시뮬레이션에서는 MLP의 초기 기가중치 [-1 × 10^-3, 1 × 10^-3]에서 균일분포를 지니도록 임의로 설정하여 MLP가 20000 epoch 동안 학습시키면서 10 epoch 단위로 시험 결과에 대한 인식률을 Max. 범위에 따라 측정하였다. 이를 초기 기가중치가 다르게 설정된 9번에 대하여 실시한 후 그 평균 데이터를 구하였다. Mammography의 경우는 초기 기가중치를 외와 같은 방법으로 9번 다르게 설정하여 MLP를 30000 epoch 동안 학습하는 것을 "1-out-of-5 validation 방법"에 따라 실시하였다. 즉, 시험데이터로 설정되는 각 수가 5 가지만이며, 이 가 각 수도에 대하여 9 가지의 다른 초기 기가중치를 설정하여 MLP를 학습하였으므로, 각 학습 방법에 대하여 총 45 번의 시뮬레이션 데이터를 얻게 된다. 이 데이터의 평균치로 성능을 비교한다. 여기서 "1 epoch"은 모든 학습데이터에 대하여 가중치 변경이 한번씩 이루어진 것을 나타내는 단위이다.

일반적으로 패턴인식 문제의 경우 전체패턴에 대한 인식율(total accuracy)을 성능 평가의 기준으로 사용하지만, 데이터 불균형이 심한 경우 이 전체인식율은 각 클래스의 인식율을 제대로 반영한 방법이 아니다. 따라서, 소수 클래스의 인식율이 $A_2$인 경우 전체 인식율에서 $A_2$가 차지하는 비중이 열등이므로 $A_1$이 좋다고 나온 것이 전체 인식율에 잘 반영되지 않는다. 따라서, 이 논문에서는 $A_1$과 $A_2$의 기하학적 평균치(G-Mean: Geometric Mean) $\sqrt{A_1 \times A_2}$을 사용하여 각 방법의 성능을 비교한다.[1].

3. 시뮬레이션 결과 비교


![표 3. Ann-thyroid13 문제 측정 성능 비교](image)

MSE는 각각의 학습패턴을 대상으로 가중치 변경량을 동일한 방식으로 계산한 후 이에 따라 가중치를 변경시키므로, 다수 클래스에 속한 패턴에 관련된 가중치
변경이 많이 이루어진다. 그 결과 다수 클래스의 인식률은 좋은 반면 소수 클래스의 인식률은 낮게 나오며 G-Mean은 가장 낮은 결과를 보였다.

표 4. Ann-thyroid23 문제 측정 성능 비교

<table>
<thead>
<tr>
<th>학습방법</th>
<th>소수 클래스 인식률</th>
<th>다수 클래스 인식률</th>
<th>전체 인식률</th>
<th>G-Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>85.9%</td>
<td>98.5%</td>
<td>97.8%</td>
<td>91.9%</td>
</tr>
<tr>
<td>Two-Phase</td>
<td>(T=0.05)</td>
<td>84.6%</td>
<td>98.8%</td>
<td>90.8%</td>
</tr>
<tr>
<td>Th. Moving</td>
<td>(T=8)</td>
<td>97.8%</td>
<td>94.3%</td>
<td>94.4%</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>97.4%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.8%</td>
</tr>
</tbody>
</table>

표 5. Mammography 문제 측정 성능 비교

<table>
<thead>
<tr>
<th>학습방법</th>
<th>소수 클래스 인식률</th>
<th>다수 클래스 인식률</th>
<th>전체 인식률</th>
<th>G-Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>59.4%</td>
<td>99.6%</td>
<td>98.6%</td>
<td>76.8%</td>
</tr>
<tr>
<td>Two-Phase</td>
<td>(T=0.2)</td>
<td>83.8%</td>
<td>95.3%</td>
<td>95.0%</td>
</tr>
<tr>
<td>Th. Moving</td>
<td>(T=10)</td>
<td>85.2%</td>
<td>94.5%</td>
<td>94.3%</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>86.1%</td>
<td>93.6%</td>
<td>93.5%</td>
<td>89.7%</td>
</tr>
</tbody>
</table>

2단계 방법은 단계 1에서 소수 클래스의 폐턴 수가 적은 것을 고려하여, 소수 클래스에 속한 폐턴의 학습 시 가중치 변경량을 더 강화시켜준다. 그리고 어느 정도 학습이 이루어져 각 클래스의 오차가 7보다 작아진단계 2로 넘어가면서 MSE에 의한 일반적인 방법에 따라 학습이 이루어진다. 비록 단계 1에서 소수 클래스의 학습을 강화시켜주어 소수 클래스의 인식률이 개선되었지만 전체적인 성능 개선은 부족하다.

문탁조경 방법은 일반적인 MSE 방법에 따라 학습하며 인식의 절차에서 소수 클래스 목표 노드에만 TH 값 끝의 좋가시킬수록 소수 클래스의 인식률은 향상되고 다수 클래스의 인식률은 저하될 것이다. 따라서 적절한 TH 값을 구하기 위하여 여러 TH 값에 대하여 시뮬레이션 한 후 가장 좋은 결과를 취할 수밖에 없다.

여기서 제안한 방법은 $p^{(i)}$를 소수 클래스 목표노드의 학습에서는 강화시키고 다수 클래스 목표노드의 학습에서는 약화시키며, 출력노드 값으로 이루어진 공간에서 다수 클래스의 영역이 소수 클래스 영역을 점해하는 것을 줄여준다. 또한 목표 값이 "1"과 "0"인 경우의 균형을 이루어주도록 하는 효과를 추가하여 소수 클래스의 학습이 잘 이루어지도록 하는 효과를 얻은 것이다.

여기서 더 나아가서 다수 클래스의 영역과 소수 클래스의 영역이 서로 침해를 받지 않아서 다수 클래스 인식률의 저하가 없이 소수 클래스의 인식률이 향상되는 학습 방법을 찾아내면 환선 더 좋은 인식기를 구현할 수 있을 것이다.

IV. 결론

이 논문에서는 클래스 간의 데이터 불균형성이 심한 폐턴인의 문제의 기본 인식기 학습 방법으로 nCE 오차함수를 근거로 소수 클래스와 다수 클래스에 차수를 달리하는 방법을 제안하였다. 제안한 방법은 소수 클래스의 인식률을 향상시켜 다수 클래스와 소수 클래스 간의 인식률 격차를 줄여주는 특징이 있다.

감상선 진단 및 유방암 감시 문제의 시뮬레이션에서 MSE 방법은 가장 낮은 성능을 보였으며, 2단계 방법은 소수 클래스의 인식률을 다소 향상시켰다. 문탁조경 방법은 적절한 문탁 값의 선택으로 소수 클래스 인식률이 많이 향상되었다. 이 논문에서 제안한 방법은 소수 클래스의 인식률을 향상시켰으며 기하학적 평균치도 가장 좋은 결과를 보였다.

여기에서 제안한 인식기 학습 방법은 데이터의 처리를 통하여 균형을 이루어도록 하는 데이터 레벨 알고리즘에서 인식기로 활용할 수 있다. 또한, 기본 인식기의 성능이 향상할 방법의 전체 성능에도 영향을 미치므로, 여기서 제안한 방법을 향상할 방법의 기본 인식기로도 사용할 수 있다.
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