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요 약

MiTS 통신은 선박 내에서 발생하는 다양한 형태의 정보를 시스템 상호 간에 교환하기 위한 프로토콜이다. 또한, 이러한 정보 교환을 위한 약 30여 가지의 특수한 메시지 포맷도 정의되어 있다. 따라서, MiTS 통신 프로토콜을 따르는 시스템의 구축을 위해서는 이러한 메시지를 일관성 있게 처리해야 한다. 본 논문에서는 이를 위한 메시지 처리 모듈의 설계와 구현을 제시한다. 또한, 구현된 모듈의 테스트 결과를 제시한다.

ABSTRACT

MiTS communication is a protocol for the exchange of various information among shipboard systems. It also specifies more than 30 specialized message formats for the information exchange. To build MiTS systems, therefore, the messages should be processed consistently. This paper proposes the design and implementation of such message processing modules. It also describes the test results of the implemented modules.
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I. 서 론

MITS(Maritime information Technology Standard)는 선박에서 발생하는 다양한 형태의 정보를 통합하여 관리하고 교환하기 위한 표준으로 제안되었다. 이후, 세계적인 표준화 기구인 IEC(International Electrotechnical Commission)에 의해 IEC61162-4 표준으로 발전 채택되었다[1].

이러한 MITS는 선박 내에서 네트워크로 연결되어 있는 시스템 상호간에 정보를 교환할 수 있는 통신 프로토콜을 명시하고 있다. 특히, 정보 교환을 위한 약 30여 가지의 특수한 메시지 포맷도 정의하고 있다. 따라서 MITS 통신 프로토콜을 따르는 시스템은 이 메시지 포맷에 따라 정보를 송수신해야 한다. 즉, 송신하는 측에서는 데이터를 메시지 형태로 변환한 후 전송해야 하며, 수신하는 측에서는 수신된 메시지를 데이터 형태로 역변환한 후 사용해야 한다. 따라서 선박에서 MITS 시스템을 구축하기 위해서는 이러한 메시지 처리 모듈의 개발이 필수적이다.

본 논문에서는 이러한 메시지 처리 모듈의 설계와 구현 결과를 제시한다. 즉, 데이터를 메시지 형태로 빠징(packing)하는 기능과 메시지를 데이터 형태로 언패징(unpacking)하는 기능에 대하여 설명한다. 또한 구현된 모듈에 대한 시스템 동작 결과를 제시한다. 이러한 메시지 처리 모듈을 실제로 활용한 선박용 통합 정보시스템이 개발되고 있다[2,3].

이 논문의 구성은 2장에서 MITS 통신에 대하여 개략적으로 소개하고, 3장에서 메시지 처리 모듈의 설계에 관하여 다루며, 4장에서는 실제 구현 및 테스트 결과에 대하여 기술한 후, 5장에서는 결론 및 향후 연구로 끝을 끄는다.

II. MITS 통신 개요

2.1 통신 프로토콜

MITS 통신 프로토콜을 따르는 시스템은 다양한 형태의 구조가 가능하다. 그림 1은 그 중 하나의 가능한 시스템 구조를 보여주고 있으며, 크게 게이트웨이(G/W), 미들웨어 서버(M/W Server), 어플리케이션(APP)의 세 시스템으로 구성되어 있다. 각 시스템은 정보의 교환을 위하여 LNA(Local Network Administrator)와 MAU(MITS Application Unit)를 가진다[2,3].

그림 1. MITS 시스템 구조
Fig. 1 System architecture of MITS

정보의 교환을 위한 통신 모듈인 LNA와 MAU 간의 관계는 그림 2에 나타나 있다[1]. 그림에서 알 수 있듯이, 각 호스트 컴퓨터는 LNA와 MAU를 가질 수 있으며, LNA 간에는 상호 통신할 수 있고 MAU는 LNA의 통신 서비스 사용할 수 있다. LNA는 하나 이상의 MAU를 서비스할 수 있으며, MAU는 상위 어플리케이션과 통신한다.

그림 2. LNA와 MAU의 관계[1]
Fig. 2 Relationship of LNA and MAU

LNA는 네트워크를 관리하고 MAU 간의 메시지 통신을 담당하는 모듈이다. 또한, 세션 관리(session management), 트랜잭션 관리(transaction management), MAU 이름 검색(MAU name look-up) 기능을 담당한다.
특히 세션 관리를 통하여 MAU의 연결, 상태변경, 해지 등을 할 수 있으며, 원격 LNA와의 연결 유지 및 해제도 가능하다. 각 LNA는 원격 LNA와 연결 시, 서로의 정보를 교환하기 위하여 핸드세이킹 프로토콜(handshaking protocol)을 사용한다.

MAU의 기능은 크게 상태를 관리하는 기능(state management), MAU 내부의 접속점들 간의 세션을 관리하는 기능(session control), 보안을 위해 인증을 담당하는 인증 기능(authentication), 통신 문제를 해결하는 기능(congestion control), 내부 접속점들의 집합인 인터페이스를 관리하는 기능(interface management) 등으로 나눌 수 있다. 그 외에 대용료 전송을 위한 기능(bulk data transfer)도 가진다.

MAU와 LNA간, 혹은 LNA와 LNA간의 상호 통신은 약속된 메시지를 주고받으면서 데이터 및 제어 신호의 전송을 높게 만든다. 메시지 처리 모들은 이런 약속된 메시지를 만들고, 받은 메시지를 해석하여 형태를 분석하며, 그에 따른 처리를 하는 모듈이라 할 수 있다. 메시지를 만들기 위하여 메시지 포맷 분석과 메시지 처리를 위한 모들은 다음 장에서 자세히 설명한다.

2.2 메시지 포맷

MITS 통신에서는 여러 형태의 메시지가 존재할 수 있다. 그림 3에서 볼 수 있듯이 구분된 여러 형태의 메시지 중 몇 가지의 예를 볼 수 있다[1].

그림의 (a)는 세션 메시지의 형태이며, (b)는 목적지가 메시지를 수신할 수 있는 상태인지는 검사하는 메시지 형태다. 또한 (c)는 데이터를 요청하는 메시지 형태이며, (d)는 데이터를 전송하는 메시지 형태다.

특히 그림 3의 (c)와 (d) 메시지 내의 옵션 순서에 따른 각 필드를 자세히 보면, 처음 두 옵션은 MAGIC_CODE 필드이다. MAGIC_CODE라는 것은 메시지의 처음을 나타내는 필드로 여러 메시지가 동시에 전송되는 경우 각 레이어를 구분할 수 있는 필드이다. 그 다음의 두 옵션(LL_DATA, MAPL_xREQ)은 메시지의 타입을 나타내는 필드이다. 메시지 타입은 크게 2가지의 메시지로 나눌 수 있는데, MAU와 LNA간의 메시지, LNA와 LNA간의 메시지로 크게 나눌 수 있고 각각 14개, 15개의 타입을 가진다.

그림 3. 메시지 포맷의 예

Fig. 3 Examples of message format

그 뒤에 두 옵션(PRIORITY)은 메시지의 우선순위를 나타내는 필드로 URGENT, NORMAL 그리고 LOW의 세 우선순위가 있다. 다음 두 옵션은 메시지의 길이를 나타내는 MESSAGE LENGTH 필드이며 메시지의 길이는 MAGIC_CODE의 시작인 0번째 옵션으로부터 데이터 마지막까지의 총 길이이다. LNA-LNA 메시지의 8번, 9번 옵션은 수신자 MAU의 ID를 가지며 MAU-LNA 메시지의 8번, 9번 옵션은 MCP의 ID를 가지는다. 앞서 설명한 내용은 일반적인 메시지의 옵션 순서이고 이후의 옵션은 LNA-LNA 메시지, MAU-LNA 메시지에 따라 각각 다르게 나타난다. 또한 메시지도 여러 종류가 있으며므로 메시지는 다양한 형태와 길이를 가질 수 있다.

III. 메시지 처리 모듈 설계

3.1 메시지 처리 과정

메시지 처리 모들은 메시지의 타입 필드를 분석하여 어떤 메시지인지 파악한 후 처리를 하도록 하는 기능을 가진 모듈이며 메킹 및 인페킹 과정으로 나누어진다. 이러한 시스템 상호간의 메시지 처리 과정은 그림 4에서 보여주고 있다.
그림 4. 메시지 처리 과정

Fig. 4 Procedure of message processing

그림에서 알 수 있듯이, 게이트웨이, 마들레이 서버, 혹은 어플리케이션이 상호 데이터를 전송하거나 데이터를 요청하고자 하면, 로컬 MAU는 목적에 맞는 메시지를 만들고 로컬 LNA에 보낸다. 또한 로컬 LNA는 로컬 MAU로부터 메시지를 받아 이 메시지가 어떤 목적의 메시지인지 판별하고 원격 LNA로 전송하기 위한 메시지를 만드는데, 이러한 과정이 메시지 경로이다.

로컬 LNA에서 원격 LNA로 메시지를 전송한 후, 원격 LNA가 메시지를 수신하면 그 메시지를 어떤 메시지인지 확인하고 처리한 후 원격 MAU로 전송하기 위하여 데이터 부분만 남기고 헤더 부분은 제거하게 된다. 또한 그 메시지를 수신한 MAU는 메시지의 형태를 보고 어떤 행동을 하게 될 것이다. 데이터를 요청하는 데이터일 경우 어떤 데이터를 요구하는지를 알기 위하여 메시지를 해체하게 된다. 이런 각각 메시지를 해체하는 일련의 과정들이 메시지 인패킹이다.

메시지 패킹과 언패킹 플로들은 표준에 정의되어 있는 트랜잭션 타입 중에서 데이터를 요청하고 요청된 데이터를 응답하는 함수(function) 태임의 트랜잭션 메시지를 기반으로 설계하였다.

3.2 메시지 처리 모듈 설계

그림 5, 6은 MAU-LNA 메시지 및 LNA-LNA 메시지의 패킹 및 언패킹 모듈 구현을 위해 설계된 클래스 다이어그램이다.
그림 6은 LNA 메시지 클래스 다이어그램입니다. 모든 클래스들의 최상위 부모 클래스인 CommonMsg 클래스는 31절에서 설명한 메시지 유형 순서 중 8번째 옵션까지를 나타냅니다. 각각 필드들을 메
버 변수로 가지고, get-과 set-의 메버 함수들을 이용하여 접근할 수 있도록 하였습니다. 또한 전체 메시지를 나타내는 메버 변수로 두어 전체 메시지에 접근하기 용이하도록 설계하였습니다. 각각 필드에 맞는 데이터로 변환하고자 데이터 변환하는 메버 함수들을 설계하고 구현하였습니다. CommonMsg 클래스로부터 상속받은 MAU_LNA 클래스

그림 5에서는 CommonMsg 클래스로부터 상속받은 MAU_LNA 클래스, MAU_LNA에서 상속받은 14개의

그림 6에서는 CommonMsg 클래스로부터 상속받은 LNA_LNA 클래스, 그리고 그것으로부터 상속받는 15개의

마지막 클래스는 그림에서 클래스에 공동적으로 사용될 부분을 추출하였습니다. 각각의 메시지를 처리하는데 편의를 두고자 이런 계층구조로 설계하였습니다.
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IV. 메시지 처리 모듈 구현

4.1 구현

그림 7은 LNA에서 소속된 MAU로부터 메시지를 받고 원격 LNA로 전송할 메시지로 만들어주는 패칭 부분이다. 각각의 함수는 인자로 입력부와 출력부로 나누어져 있다. 입력부는 메시지 타입, 데이터로서 각각의 메시지를 일련의 메시지로 만들기 위해 데이터의 대한 코드로 구성된다. 출력부는 만들어진 메시지의 문자열 또는 만들어진 메시지의 길이로 구성된다.

메시지 타입은 MAU-LNA 메시지, 출력될 LNA-LNA 메시지를 담을 공간, 출력될 메시지의 길이를 담을 공간을 입력으로 하여 함수를 호출하게 되면 패칭되어 LNA-LNA 메시지를 반환한다. 그림에서는 데이터 전송 메시지 타입인 LL_DATA에 대한 코드를 보여주고 있다.

```c
void unpack(short asytype, char src, char target, int asplen)
int tempplen = 0;
LNA_LNA* tempmsg = new LNA_LNA(src);
switch(asytype){
    case LL_DATA:
        rtmMsg = new DataTransferMsg(temMsg);
        rtmMsg->setNormalPriority();
        rtmMsg->setFromNodeID(01);
        rtmMsg->setToNodeID(02);
        rtmMsg->set(i);  // set with message ID
        rtmMsg->setMode(i);
        rtmMsg->set(Message_Type);
        rtmMsg->setMode(Message_Type);
        break;
    case LL_ALIVE:
    case LL_DATA:
    case LL_PACK:
    case LL_FREQ:
    case LL_MAUER:
    case LL_MAURER:
    case LL_CONTEXT:
    case LL_SESSION:

    LNA-LNA multi-CAST messages
    case LL_SHAAM:
    case LL_DEFMAU:
    case LL_MTO:
    case LL_SHMAU:
    case LL_EXTFID:
    case LNA_SACK:
    break;
        tempplen = rtmMsg->getNormalLengthK();
        for(int i=0; i<tempplen; i++)
            target[i] = rtmMsg->getNormal(i);
        tempplen = '0';
        *asplen = tempplen;
        free(rtmMsg);
        rtmMsg = NULL;
    break;
}
```

그림 8. LNA에서의 메시지 패킷

Fig. 8 Message packet in LNA

그림 9는 MAU에서 데이터로부터 MAU와 LNA간의 메시지를 만들어주는 패칭 부분이다. 각각의 함수는 인자로 입력부와 출력부로 나누어져 있다. 입력부는 메시지 타입, 데이터로서 각각의 메시지를 일련의 데이터로 만들기 위해서 데이터의 대한 코드로 구성된다. 출력부는 만들어진 메시지의 문자열 또는 만들어진 메시지의 길이로 구성되거나 추가된 데이터의 문자열 또는 데이터의 길이로 구성된다.

메시지 타입과 데이터, 데이터의 길이를 입력으로 하
여 함수를 호출하게 되면 패킹되어 MAU-LNA 메시지를 반환한다. 그중에서는 데이터 전송 및 함수 로딩 요청 메시지 타입인 MAPI_FREQ와 데이터 전송 및 함수 로딩 요청 메시지의 응답 타입인 MAPI_PACK에 대한 코드를 보여주고 있다.

```c
void pack(short msgtype, char* source, char* target, int* msglen)
{
  MAULNA* m_msg;
  int strplen = 0;
  switch(msgtype)
  {
    case MAPI_FREQ:
      strlen = (*msglen) + 20;
      m_msg = new TransactionNetMessage();
      m_msg->setSource(PRIORITY_NORMAL); // or m_msg->setPriority(PRIORITY_NORMAL);
      m_msg->setMsgType(MAPI_FREQ);
      m_msg->setMsgID(0); // case
      m_msg->setMessageLength(strlen);
      ((TransactionNetMessage)m_msg)->setMessageData(source);
      break;
    case MAPI_PACK:
      strlen = (*msglen) + 20;
      m_msg = new TransactionNetMessage();
      m_msg->setSource(PRIORITY_NORMAL); // or m_msg->setPriority(PRIORITY_NORMAL);
      m_msg->setMsgType(MAPI_PACK);
      m_msg->setMsgID(0); // case
      m_msg->setMessageLength(strlen);
      ((TransactionNetMessage)m_msg)->setMessageData(source);
      break;
  }
}
```

그림 10. MAU에서의 메시지 패킹

Fig. 10 Message unpacking in MAU

4.2 테스트


그림 11. 시스템 사진

Fig. 11 System photograph
구현한 메시지 처리 모듈의 기능이 정상적으로 동작하는지 확인하기 위하여 다음과 같은 시나리오로 테스트하였다. 먼저, MAU는 getTagValue와 36이라는 데이터를 MAU 메시지로 패키지하여 LNA로 전달한다. LNA 는 전달 받은 메시지를 LNA 메시지로 패키지하여 원격 LNA로 전송한다. 원격 LNA는 수신한 메시지를 MAU 메시지로 엑스레이하여 자신에 속한 원격 MAU에게 전달 한다. 원격 MAU는 전달 받은 메시지를 엑스레이하여 데이터를 얻을 수 있게 된다.

위의 테스트에 대한 각 MAU 및 LNA 모듈에서의 출력 결과를 그림 12에 제시하였고, 시나리오 대로 정상적으로 동작함을 보여주고 있다.

![그림 12. 테스트 결과](image)

Fig. 12 Test results

V. 결론

본 논문에서는 MITS 시스템에서 구성 요소들 간의 통신에 필요한 메시지 처리 모듈을 설계하고 구현하였다. 또한, 구현한 메시지 처리 모듈이 MITS 통신에서 패키지 과 엑스레이기 과정을 통해 메시지가 정상적으로 처리됨을 확인하였다. 따라서, 본 논문에서 설계하고 구현한 메시지 처리 모듈을 이용하면 선박에서의 정보시스템이 MITS 표준을 기반으로 통신할 수 있다.

양항 연구로는 표준에 제시되어 있는 다양한 타입의 트랜잭션에 대하여 메시지를 처리할 수 있도록 확장하는 것이다. 또한, 모든 플랫폼에서 동작가능하도록 백업을 높이는 것이 필요하다.
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