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Abstract: A binary linear integer program is formulated for the problem of expanding the capacity of a fiber optic network and routing the traffic to deliver new interactive multimedia services. A two-phase Lagrangian dual search procedure and a Lagrangian heuristic are developed. Computational results show superior performance of the two-phase subgradient optimization compared with the conventional one-phase approach.
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I. INTRODUCTION

Market demand and vendors supply of interactive multimedia services have started showing a noticeable growth. In 2005, $111 million came from video on demand (VOD) out of $211 million in revenue generated by IPTV. Informa Media and Telecoms forecasts that although about 63 million U.S. households participate in VOD services in 2006, 909 million households will have VOD and VOD revenue will reach $10 billion in 2012. AT&T Interactive TV, Microsoft WebTV, and Time Warner Cable, for example, already deliver two-way interactive multimedia services to homes. TV set-top boxes, PCs and other specialized home devices will be increasingly used for a variety of multimedia communications including Web access, video on demand, distance learning, video telephony, home shopping, home banking, telemedicine, just to name a few.

Telecommunication carriers have been investing in fiber optic networks to increase bandwidth and offer broadband multimedia services to customers at lower operating and repair costs. In the US, most cable television carriers and telephone companies have adopted the hybrid fiber-coax (HFC) system-fiber all the way to a neighborhood and then a single coax cable routed to several hundred homes. Several telephone companies (such as Verizon and Southwestern Bell in U.S. and Hanaro Telecommunication and KT in Korea) have also invested in the more expensive fiber-to-the-curb (FTTC) solution, where the fiber is terminated in an optical network unit that serves about 30 homes.

This research was conducted in collaboration with a telecommunication company (a local exchange carrier) to solve the problem of expanding an existing fiber optic network so that the company introduces new broadband multimedia services to its customers. Known a priori are slack capacities of network links in the existing fiber optic network, the location of a level-1 gateway that supplies multimedia contents and the demand for multimedia services at each switching office serving a residential area (which we call a demand node). See Fig. 3 for a depiction of a multimedia service network.

The level-1 gateway node has asynchronous transfer mode (ATM) switches and database systems storing video, audio and data for interactive services. The upstream signal to the gateway typically needs a bandwidth of a few tens of kilobits per second (Kbps), but the downloading of a movie from the gateway, for example, requires a bandwidth of several megabits per second (Mbps). Audio and video streams from the gateway to demand nodes are transmitted using ATM services. All streams from the gateway to each demand node are routed along a single permanent virtual circuit (PVC).

We consider designing multimedia distribution networks with a centralized traffic pattern where all traffic flows from the single gateway to demand nodes. The decisions to be made are: 1) The amount of optical fiber to add to each link of the existing network in order to support the multimedia traffic and 2) a single routing path from the gateway to each demand node.

Extensive research has been conducted with respect to coding, compression, traffic shaping, bandwidth allocation, and congestion control in order to improve the performance of multimedia distribution over an ATM network (see for example Li et al. 1996, McManus and Ross (1996), Nussbaumer et al. (1995), and Rangan et al. (1992)). However, the design of ATM-based multimedia distribution networks, which have a centralized traffic pattern, has received little attention so far. Previous research on ATM network design (such as topology design, link capacity assignment and routing) has mostly focused on the case with distributed traffic patterns where traffic demands can exist between any pair of nodes (see Gerla et al. (1989), Medhi (1995), Medhi and Tipper (2000), and Sato and Sato (1991)).

We formulate the problem of designing ATM-based multimedia distribution networks as a binary integer linear program. We solve this problem using a two-phase Lagrangian dual search procedure, which we believe is a new approach to solving an integer program. This two-phase approach alleviates the problem of slow convergence when we solve a disaggregate formulation of the Lagrangian dual from scratch. We solve an aggregate formulation in the first phase to quickly find a dual feasible solution. This becomes the starting solution in phase two in which we conduct a more intensive dual search using a disaggregate formulation. Subgradient optimization is used for the dual search in both phases. We also develop a Lagrangian heuristic to recover primal feasibility from solutions of the Lagrangian relaxation, giving both lower and upper bounds for the primal. Our computation results show superior performance of the two-
phase approach compared with the conventional one-phase approach.

The paper is organized as follows. Section II presents the optimization model. Section III constructs two alternative Lagrangian relaxation problems and the two-phase, Lagrangian dual-based solution procedure. Section IV reports computational results, and Section V contains concluding remarks.

II. MODEL FORMULATION

Fiber cables are available at discrete bandwidth levels such as Optical Carrier (OC) 6, 12, 24, 48, 96, 120 and 144. OC-1 signal is transmitted at 51.84 Mbps, and OC-X has X times the OC-1 speed. The multimedia service demand is measured in integral number of OC-1 circuits. The capacity of network links is also measured in number of OC-1 circuits. For engineering and economic reasons, the telephone company had the policy of adding a single fiber cable of certain capacity when it increases the capacity of an existing link. It is not allowed to create a new link; that is, the network topology remains unchanged.

Our problem is thus defined as follows: Given an existing fiber network with a known slack capacity on each link and a known service demand at each node, minimize the total cost of fiber installation and usage by finding the optimal path between the gateway and each demand node and the optimal capacity to add to each existing link, subject to the constraint that the traffic flow may not exceed the capacity of each link.

We use the following notation in presenting the model:

Model Parameters:

- \( V \) set of network nodes \( \{0, 1, \cdots, m\} \) where 0 denotes the gateway node
- \( N \subseteq V \) set of nodes with multimedia service demands
- \( E \) set of undirected links \((j, k), j, k \in V\), on the network
- \( E_i \subseteq E \) set of links that are at least on one path from the gateway to node \( i \)
- \( N_{jk} \subseteq N \) set of demand nodes whose paths to the gateway include link \((j, k)\)
- \( T \) set of fiber cable types with different capacities; \( t \in \{0, 1, \cdots, |T|\} \) where 0 denotes no cables, and types 1, 2, \cdots denote OC-6, 12, \cdots, etc.
- \( e_{jk} \) slack capacity on link \((j, k)\) measured in number of OC-1 circuits
- \( r_t \) capacity of a fiber cable of type \( t \) in number of OC-1 circuits
- \( h_{jkt} \) cost of installing a new fiber cable of type \( t \) on link \((j, k)\)
- \( c_{jk} \) cost of using an OC-1 circuit on link \((j, k)\)
- \( d_i \) multimedia service demand at node \( i \) in number of OC-1 circuits

Decision Variables:

- \( x_{ijk} \) 1 if the PVC from node \( i \) to the gateway includes link \((j, k)\); 0 otherwise
- \( y_{jkt} \) 1 if a fiber cable of type \( t \) is installed on link \((j, k)\); 0 otherwise.

Model [P]

Minimize \( \sum_{(j,k) \in E} \sum_{t \in T} h_{jkt} y_{jkt} + \sum_{(j,k) \in E} c_{jk} \sum_{i \in N_{jk}} d_i x_{ijk} \) \hspace{1cm} (1)

s.t. \( \sum_{i \in T} y_{jkt} = 1 \hspace{1cm} \forall (j,k) \in E \) \hspace{1cm} (2)

\( \sum_{i \in N_{jk}} d_i x_{ijk} \leq e_{jk} + \sum_{t \in T} r_t y_{jkt} \hspace{1cm} \forall (j,k) \in E \) \hspace{1cm} (3)

\( \sum_{j \in V} x_{ij0} - \sum_{j \in V} x_{0ij} = -1 \hspace{1cm} \forall i \in N \) \hspace{1cm} (4)

\( \sum_{j \in V} x_{ij} - \sum_{j \in V} x_{ij0} = 1 \hspace{1cm} \forall i \in N \) \hspace{1cm} (5)

\( \sum_{j \in V} x_{ijk} - \sum_{j \in V} x_{ikj} = 0 \hspace{1cm} \forall k \in V, \forall i \in N \) \hspace{1cm} (6)

Objective function (1) represents the total cost of fiber installation and usage. Constraints (2) require that only a single cable of chosen type or no cable is added to a link. Note that if the fiber cable of type 0 is selected, it means not adding any capacity to the link. Constraints (3) state that the total flow of multimedia traffic on a link must not exceed the total available capacity on the link which is the sum of the current slack capacity and the new added capacity. Constraints (4), (5), and (6) require that \( \{x_{ijk}, (j,k) \in E_i\} \) form a single path from the gateway 0 to each demand node \( i \).

III. SOLUTION PROCEDURE

An overview of the solution procedure is shown in Fig.1. We first apply a simple primal heuristic to obtain a feasible solution of problem [P], which is used to calculate the initial step size of the subgradient move. Next, the two-phase subgradient search algorithm is applied. The first phase solves an aggregate formulation of the Lagrangian dual called [ALD]. The incumbent dual solution from the first phase is used as the initial dual solution for the second phase that solves a disaggregate formulation called [DLD]. The Lagrangian heuristic is applied to Lagrangian relaxation solutions generated in the second phase, producing primal feasible solutions. Readers not familiar with the subgradient procedure for solving a Lagrangian dual may refer to Fisher (1981).

A. Aggregate Lagrangian Dual

First, construct a variant of the primal, called [AP], that is equivalent to [P]. Model [AP] introduces new variable \( f_{jk} \) that aggregates all the flows of multimedia traffic on link \((j,k), i.e., \( f_{jk} = \sum_{i \in N_{jk}} d_i x_{ijk}. \) [ALD] shown in Fig. 1 is a Lagrangian dual of [AP].

Model [AP]

Minimize \( \sum_{(j,k) \in E} \sum_{t \in T} h_{jkt} y_{jkt} + \sum_{(j,k) \in E} c_{jk} f_{jk} \) \hspace{1cm} (7)

s.t. (2), (4), (5), (6), and
Fig. 1. Solution procedure.

\[ f_{jk} \leq e_{jk} + \sum_{i \in T} r_i y_{ijk} \quad \forall (j, k) \in E \quad (8) \]

\[ f_{jk} \geq \sum_{i \in N_{jk}} d_i z_{ijk} \quad \forall (j, k) \in E \quad (9) \]

\[ f_{jk} \in \left\{ \sum_{i \in N_{jk}} d_i z_{ijk}, z_{ijk} \in \{0, 1\}, \forall i \in N \right\} \quad \forall (j, k) \in E \quad (10) \]

Constraints (10) are surrogate constraints requiring \( f_{jk} \) to be a subset sum of \( \{d_i, i \in N\} \). These constraints are added to improve the Lagrangian bound.

An aggregate formulation of Lagrangian relaxation [ALR(\( \pi \))] is constructed from [AP] by dualizing (9) using multipliers \( \pi = [\pi_{jk}, (j, k) \in E] \geq 0 \).

**Model [ALR(\( \pi \))]**

Minimize \[ \sum_{(j,k) \in E} \sum_{t \in T} h_{jkt} y_{jkt} + \sum_{(j,k) \in E} (c_{jk} - \pi_{jk}) f_{jk} \]

\[ + \sum_{(j,k) \in E} \pi_{jk} \sum_{i \in N_{jk}} d_i z_{ijk} \quad (11) \]

s.t. (2), (4), (5), (6), (8), and (10).

The introduction of \( f \) allows decomposing [ALR(\( \pi \))] into two independent subproblems [ALR(\( f_y \))(\( \pi \))] involving only \( f \), \( y \) and constraints (2), (8), and (10), and [ALR(\( x \))(\( \pi \))] involving only \( x \) and constraints (4), (5), (6).

[ALR(\( f_y \))(\( \pi \))] can in turn be decomposed into \(|E|\) independent subproblems [ALR(\( f_{y \cdot i} \))(\( \pi \))] over the set of network links. Each [ALR(\( f_{y \cdot i} \))(\( \pi \))] can be further decomposed over set \( T \) of fiber cable types. Each of these subproblems, denoted by [ALR(\( f_{y \cdot i} \))(\( \pi \))](\( y_{ijk} = 1 \))] for given link \((j, k)\) and cable type \( i \), is formulated as:

Optimal value \( \text{OV[ALR}_{f_{y \cdot i}}(\pi)(y_{ijk} = 1)] \) is \( h_{jkt} \) if \( c_{jk} \geq \pi_{jk}, \) and \( h_{jkt} + (c_{jk} - \pi_{jk}) f_{jk} \) otherwise, where \( f_{jk} = \max \left\{ \sum_{i \in N_{jk}} d_i z_{ijk}, \sum_{i \in N_{jk}} d_i z_{ijk} \leq e_{jk} + r_{it}, z_{ijk} \in \{0, 1\}, \forall i \in N_{jk} \right\} \). Quantity \( f_{jk} \) is uniquely determined given \( i \) (i.e., \( y_{jk} \) solutions). It follows that \( \text{OV[ALR}_{f_{y \cdot i}}(\pi)(y_{ijk} = 1)] \) is a linear function of \( \pi_{jk} \) in the range \([c_{jk}, \infty]\) of \( \pi_{jk} \).

Fig. 2 shows, for each value of \( i \), the piecewise-linear curve of \( \text{OV[ALR}_{f_{y \cdot i}}(\pi)(y_{ijk} = 1)] \) over the \((j, k)\)-coordinate of \( \pi \). Since \( \text{OV[ALR}_{f_{y \cdot i}}(\pi)] = \min_{i \in T} \text{OV[ALR}_{f_{y \cdot i}}(\pi)(y_{ijk} = 1)] \), it is the lower envelope of the curves of \( \text{OV[ALR}_{f_{y \cdot i}}(\pi)(y_{ijk} = 1)] \) for \( i = 0, 1, \ldots, |T| \) as shown in thick lines in Fig. 2. We can a priori determine optimal \( f \) and \( y \) solutions of [ALR(\( f_{y \cdot i} \))(\( \pi \))] for different ranges of \( \pi_{jk} \) by evaluating the lower envelope curve for each link \((j, k)\). We do this before starting the Lagrangian dual search and save the result in a data structure for later lookups. Conse-
sequently we do not need to re-solve subproblems \([\text{AR}^{jk}_{ij}(\pi)]\) as \(\pi\) changes in Lagrangian dual search iterations.

Turning to the other subproblem \([\text{AR},(\pi)]\), this can be decomposed over the set of demand nodes into \(N\) independent shortest path problems denoted by \([\text{AR}^{i}(\pi)]\). Each of them is given by: Minimize \(d_i \sum_{(j,k) \in E_i} \pi_{jk} x_{ijk}\) subject to the condition that \(\{x_{ijk}, (j,k) \in E_i\}\) form a path from node \(i\) to the gateway.

### B. Disaggregate Lagrangian Dual

Another variant of the primal, called [DP], that is equivalent to [P] is constructed. Model [DP] deploys copy variables \(z_{ijk}\) of \(x_{ijk}\). [DLD] shown in Fig. 1 is a Lagrangian dual of [DP].

#### Model [DP]

\[
\begin{align*}
\text{Minimize} & \quad \sum_{(j,k) \in E} h_{jkt} y_{jkt} + \sum_{(j,k) \in E} c_{jk} \sum_{i \in N_{jk}} d_i z_{ijk} \quad (12) \\
\text{s.t.} & \quad (2), (4), (5), (6), \text{ and} \\
& \quad \sum_{i \in N_{jk}} d_i z_{ijk} \leq c_{jk} + \sum_{t \in T} r_{t} y_{jkt} \quad \forall (j,k) \in E \quad (13) \\
& \quad z_{ijk} \geq x_{ijk} \quad \forall i \in N, \quad \forall (j,k) \in E. \quad (14)
\end{align*}
\]

A disaggregate formulation of Lagrangian relaxation [DLR] is constructed from [DP]. Dualizing constraints (14) using multipliers \(\lambda = [\lambda_{ijk}, i \in N_{jk}, (j,k) \in E] \geq 0\), we obtain:

#### Model [DLR(\lambda)]

\[
\begin{align*}
\text{Minimize} & \quad \sum_{(j,k) \in E} h_{jkt} y_{jkt} + \sum_{(j,k) \in E} \sum_{i \in N_{jk}} (d_i c_{jk} - \lambda_{ijk}) z_{ijk} \\
& \quad + \sum_{(j,k) \in E} \sum_{i \in N_{jk}} \lambda_{ijk} x_{ijk} \quad (15) \\
\text{s.t.} & \quad (2), (4), (5), (6), \text{ and} (13).
\end{align*}
\]

Similar to [AR], [DLR] is decomposable into \(|E| \times |T|\) 0/1 knapsack problems and \(|N|\) shortest path problems. The 0/1 knapsack problem \([\text{DRL}_{ij}^{01}(\lambda)]\) \(y_{ij} = 1\) is given by: Minimize \(h_{jkt} + \sum_{i \in N_{jk}} (d_i c_{jk} - \lambda_{ijk}) z_{ijk}\) s.t. \(\sum_{i \in N_{jk}} d_i z_{ijk} \leq c_{jk} + r_{t}\).

The shortest path problem \([\text{DRL}_{i}^{x}(\lambda)]\) is given by: Minimize \(\sum_{(j,k) \in E_i} \lambda_{ijk} x_{ijk}\) subject to the condition that \(\{x_{ijk}, (j,k) \in E_i\}\) form a path from node \(i\) to the gateway.

Notice the following differences between \([\text{AR}(\pi)]\) and \([\text{DLR}(\lambda)]\):

1) Dimension of the dual space is \(|N \times E|\) versus \(|E|\), and thus it is more time consuming to solve \([\text{DRL}(\lambda)]\) that \([\text{AR}(\pi)]\), but the observable dual value is likely to be higher with \([\text{DRL}(\lambda)]\)

2) Bang-for-buck ratios of knapsack problems which are \([\text{DRL}_{ij}^{01}(\lambda)]\) \(y_{ij} = 1\) are no longer identical for all demands \(i \in N_{jk}\), and consequently we have to re-solve subproblems \([\text{DRL}_{ij}^{01}(\lambda)]\) in every iteration of the dual search.

#### C. Lagrangian Dual Search

The Lagrangian dual [ALD] (resp. [DLD]) is to maximize \(\text{OV}[\text{AR}(\pi)]\) s.t. \(\pi \in \mathcal{R}_{+}^{|E|}\) (resp. \(\text{OV}[\text{DLR}(\lambda)]\) s.t. \(\lambda \in \mathcal{R}_{+}^{N \times E}\)). The two duals are both solved approximately using subgradient search algorithms. Implementation details that were found particularly effective for our subgradient search are discussed below.

- The dual vector is initialized such that \(\pi_{jk} = c_{jk} \forall (j,k) \in E\) in the first phase of solving [ALD]. At start of the second phase to solve [DLD], we set \(\lambda_{ijk} = d_i \pi_{jk} \forall i \in N_{jk}, (j,k) \in E\), where \(\pi_{jk}\) are the incumbent dual solution obtained from the first phase.
- The scalar value used for step size adjustment is initialized at 2 in the first phase, and 1 in the second phase.
- In both phases, the scalar is halved if the dual value does not improve for 30 consecutive iterations. In this case, the dual vector is reset to the one that has yielded the best dual value up to that point. (This is the same search strategy as used in Park et al. (1998).)
- The Lagrangian heuristic is not invoked in the first phase. In the second phase, it is invoked only when the current Lagrangian solution is sufficiently different from the last five Lagrangian solutions to which the heuristic was applied. The difference is measured in number of \(x_{ijk}\) and \(y_{jkt}\) values that are different in two solutions. If this number is below 20% of \(|N|\) comparing with any of the five previous solutions, then the Lagrangian heuristic is skipped.
- In both phases, the subgradient search terminates if either the step size becomes less than 0.00001, or the gap between the upper and lower bounds becomes smaller than 1% of the lower bound.

#### D. Primal and Lagrangian Heuristics

##### D.1 Primal heuristic module

a) Sort demand nodes in decreasing order of their demand volume.

b) With each demand node \(i\) in the sorted list:

i) For every link \((j,k)\) in \(E\), set \(\text{Cost}(j,k) = \text{cost of the demand flow } d_i + \text{cost of adding a fiber cable if necessary to support the demand flow. Set } \text{Cost}(j,k) \to \infty \text{ if even the largest-capacity cable cannot be added to support } d_i\).

ii) Find the shortest path from node \(i\) to the gateway using \(\text{Cost}(j,k)\) as the link distance. If the cost of the shortest path is \(\infty\), stop (in which case no feasible solution is found). Otherwise, fix the added fiber capacity and the demand flow on each link along the shortest path. Update the slack capacity in each link.

This primal heuristic takes \(O(|N| \times |V|^2)\). When enough fibers can be added, the primal heuristic easily find a feasible solution. However, this primal heuristic does not guarantee a feasible solution when only a limited number of new fibers can be added. If a feasible solution is not found, proceed to dual search procedure without an incumbent solution. Note that the feasible solution found using the primal heuristic is used only to provide an initial upper bound for the dual search procedure.

The Lagrangian heuristic has two successive modules. Build module constructs a primal feasible solution from an optimal
<table>
<thead>
<tr>
<th>Problem category</th>
<th>Two-phase dual search (TDS)</th>
<th>Disaggregate dual search (DDS)</th>
<th>Aggregate dual search (ADS)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gap(%)</td>
<td>CPU(sec)</td>
<td>Gap(%)</td>
</tr>
<tr>
<td>(25,50,7)</td>
<td>0.8</td>
<td>5</td>
<td>0.9</td>
</tr>
<tr>
<td>(25,50,12)</td>
<td>0.9</td>
<td>24</td>
<td>1.2</td>
</tr>
<tr>
<td>(25,100,7)</td>
<td>0.9</td>
<td>8</td>
<td>1.2</td>
</tr>
<tr>
<td>(25,100,12)</td>
<td>0.8</td>
<td>13</td>
<td>1.0</td>
</tr>
<tr>
<td>Average</td>
<td>0.9</td>
<td>12.5</td>
<td>1.1</td>
</tr>
<tr>
<td>(50,100,15)</td>
<td>2.1</td>
<td>436</td>
<td>3.1</td>
</tr>
<tr>
<td>(50,100,25)</td>
<td>1.0</td>
<td>678</td>
<td>1.3</td>
</tr>
<tr>
<td>(50,200,15)</td>
<td>1.3</td>
<td>251</td>
<td>2.5</td>
</tr>
<tr>
<td>(50,200,25)</td>
<td>1.2</td>
<td>1053</td>
<td>3.3</td>
</tr>
<tr>
<td>Average</td>
<td>1.4</td>
<td>604.5</td>
<td>2.6</td>
</tr>
<tr>
<td>(100,200,30)</td>
<td>2.1</td>
<td>Forced to stop after 1.5 hours</td>
<td>4.2</td>
</tr>
<tr>
<td>(100,200,50)</td>
<td>13.8</td>
<td>Forced to stop after 1.5 hours</td>
<td>16.9</td>
</tr>
<tr>
<td>(100,400,30)</td>
<td>1.7</td>
<td>4173</td>
<td>3.0</td>
</tr>
<tr>
<td>(100,400,50)</td>
<td>8.6</td>
<td>Forced to stop after 1.5 hours</td>
<td>23.5</td>
</tr>
<tr>
<td>Average</td>
<td>6.6</td>
<td>Forced to stop after 1.5 hours</td>
<td>11.9</td>
</tr>
</tbody>
</table>

Table 1. Performance of solution procedures.

D.2 Build heuristic module

a) Initialize the capacity of each network link based on the $y$ solution of the Lagrangian relaxation.
b) Sort demand nodes in decreasing order of their demand volume.
c) With each demand node $i$ in the sorted list
   i) For every link $(j, k)$ in $E$, set $\text{Cost}(j, k) = \text{cost of the demand flow} \ d_i + \text{cost of adding a fiber cable if necessary to support the demand flow. The cost of demand flow is set to 0 if link} \ (j, k) \ \text{was used in routing the demand} \ d_i \ \text{in} \ x$-solution of the Lagrangian relaxation, and to $c_{jk}d_i$ otherwise. Set $\text{Cost}(j, k)$ to $\infty$ if even the largest-capacity cable cannot be added to support $d_i$.
   ii) Same as Step b) of Primal heuristic module.

D.3 Improve heuristic module

a) Initialize the primal solution to the feasible solution obtained by Build module.
b) For each link with an added fiber, if there is an excessive slack capacity on the link, replace the added fiber by a lower-capacity fiber (the one with the lowest, yet sufficient capacity).
c) With each demand node $i$
   i) Clear the network of the flow of demand $d_i$, and update slack capacities along the path of $d_i$. For each link with an added fiber, replace the fiber by a lower-capacity one if possible (as in Step b).
   ii) Same as Step c.i) of Build module except that the Lagrangian $x$ solution is not applied to the calculation of $\text{Cost}(j, k)$.
   iii) Same as Step b) of Primal heuristic module except that a feasible solution is always found here.

IV. COMPUTATIONAL RESULT

The telecommunication company that worked with us prepared problem parameters so that they closely described the real-world situation. Nodes are uniformly distributed in a 100×130 rectangle. 20% of all nodes are designated as hub nodes. The slack capacity $c_{jk}$ is $U[30,120]$ if link $(j, k)$ is between two hub nodes, and $U[0,90]$ otherwise. $U[a,b]$ stands for a random integer uniformly distributed over $[a,b]$. Demands $d_i$ follow a normal distribution $N(50,5)$. The usage cost $c_{jk}$ and installation cost $h_{jk}$ are respectively set to 0.1 and 1.2 per unit distance per OC-1. A fiber cable of type $t$ has 6, 12, 24, 48, 96, 120 and 144 OC-1 circuits for $t = 1, \cdots, 7$, respectively.

Based on these parameter distributions, we generate 12 different categories of test problems by varying the following attributes: network size $|V| = 25, 50$ or 100; network density $|E|/|V|$ (i.e., the average node degree) = 2 or 4; and demand density $|E|/|V| = 0.3$ or 0.5. We set the largest values of the three attributes rather unrealistically high so as to perform a stress testing with the solution procedures. We randomly generate 5 problem instances in each category, making a total of 60 test problems. Each problem category is labeled by the triple $(|V|, |E|, |N|)$ as listed in Table 1.

We apply three different solution procedures to test problems:
1) Two-phase dual search (Fig. 1), 2) disaggregate dual search solving [DLD], and 3) aggregate dual search solving [ALD]. The subgradient optimization, the Primal heuristic and the Lagrangian heuristic discussed in Section III are applied in all three procedures. Only variation is that in both single-phase procedures 2 and 3 we set the limit on non-improving consecutive iterations to 50 instead of 30 to allow more extensive searches. The CPU run time is limited to 1.5 hours for all three procedures. All the algorithms were coded in Fortran and run on an
IBM 3090 model 400J.

Table 1 reports the gap between the upper and lower bounds on OVP as percentage of the lower bound, and the CPU run time, for each problem category and for each solution procedure. The figures in the table are the average across five random problem instances. We summarize the findings from Table 1.

- The disaggregate dual search (DDS) produces a much smaller gap than the aggregate dual search (ADS) for most problem categories, although DDS consumes more CPU time as expected.
- It is interesting, however, to observe that ADS produces a better solution in less time than DDS for the largest problem (100, 400, 50).
- The two-phase dual search (TDS) outperforms the disaggregate dual search (DDS) and the aggregate dual search (ADS) for all problem categories. In 25-nodes problem categories, the average gap of DDS is only 0.85% with 12.5 seconds while DDS’s is 1.1% with 28.3 seconds and ADS’s 11.0% with 13.3 seconds. In 50-nodes problem categories, TDS consumes more CPU time (604.5 sec.) than ADS (97.3 sec.) and less than DDS (1355.3 sec.) as expected. However its gap is much smaller (1.4%) than ADS’s (12.4%) and DDS’s (2.5%). In 100-nodes problem categories, even though it consumes more time than ADS and less time than DDS, TDS produces a lot better solution (gap 6.6%) than ADS (17.6%) and DDS (11.9%).
- The two-phase dual search (TDS) produces a gap of at most 2% for all problem categories except two-(100, 200, 50) and (100, 400, 50). It is unusual to have 100 switching offices in a region served by a single multimedia gateway. It is also quite unusual for a fiber optic network to have an average node degree greater than 2. Therefore, the two problem categories with large gaps are rather unrealistic cases that we generated for the purpose of stress testing.

Fig. 3 shows a feasible multimedia network found for the problem category (25, 50, 7). The PVC path for each demand node is shown in thick lines (some solid and others dotted). The triplet shown on each link indicates the initial slack capacity \( c_{jk} \), the type \( t \) of fiber cable added, and the final slack capacity \( c_{jk} + r_t - f_{jk} \). For example, the triplet of the link between node 5 and node 3 is (15, T4, 13). It means that the initial slack capacity of the link (5, 3) is 15, a fiber cable of type 4 is added, and the final slack capacity is 13.

The demand node 11 with demand of 45 is routed along a long path (11, 10, 5, 1, 2, 0), but consuming only initial slack capacities. And, the demand node 5 which has demand of 50 uses the
path (5, 3, 4, 2, 0). In this case, a fiber cable of type 4 (which is 48 OC-1) is added to link (5, 3) so that the capacity of link (5, 3) will be 63 (initial capacity 15 + new cable added 48) which is enough to cover the demand node 5 with demand of 50. And then, the slack capacity of link (5, 3) is 13 (= 63 − 50). No cable is added to subsequent link (3, 4), (4, 2), and (2, 0) because the demand of node 5 (which is 50) can be routed using initial slack capacities on links (3, 4), (4, 2), and (2, 0). Link (0, 8) needs a type 5 cable and is used to support both demand node 7 with demand of 46 and demand node 8 with demand of 51. These demands (demand node 7 and demand node 8), as well as demand node 15 and demand node 16, are all routed on a minimum-hop path. As such, it seems impossible to determine capacity assignments and routing paths without a formal model and a model-specific solution procedure.

V. CONCLUSIONS

We have developed a binary integer linear programming model and a two-phase Lagrangian dual search procedure to determine a close-optimal solution for the problem of expanding link capacities and routing multimedia service demands on a fiber optic network. The two-phase subgradient search procedure first solves an aggregate formulation of the Lagrangian dual, quickly producing a dual feasible solution. Then, it solves a disaggregate formulation starting from the incumbent solution found in the first phase.

This two-phase approach generates a better solution than the conventional one-phase approach to solving either formulation. For realistic problems (with network nodes up to 50 and the average node degree up to 2), it finds a primal solution whose value is within 2% from the Lagrangian bound within about 10 minutes of CPU time.

This research can be extended to address the situations where the location of a level-1 gateway is determined together with link capacity assignments and routing; where multiple level-1 gateways supply multimedia services to a known set of demands on a fiber optic network; where multiple fiber cables can be added to a network link; and where installing new fiber links is allowed to meet a demand growth in addition to expanding existing links. We hope this work enhances insights into the problems of designing multimedia service networks and is useful for future extensions.
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