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Abstract

Fast Fourier Transform is the fast implementation of Discrete Fourier Transform, which deletes periodic operation of DFT. According to the definition, radix-2 FFT can be implemented by recursive call which divides the input signal points into 2 signal points. Because of its time-consuming stack-copy operation, this recursive method is very slow. To overcome this drawback, butterfly operation with signal rearrangement was devised. Based on the ideas of signal rearrangement and butterfly operation, this paper applies the signal rearrangement method to the Radix-3 FFT and checks the validity of this method.

초 록

고속푸리에변환(Fast Fourier Transform)은 이산푸리에변환(Discrete Fourier Transform)의 주기적으로 반복되는 연산을 생략하여 그 속도를 향상시킨 연산방법이다. Radix-2 FFT는 그 정의에 따라 한수 재귀호출에 의해 구현될 수 있는데 이 방법은 스택복사 과정의 시간소모 때문에 고속동작이 어렵게 된다. 이를 극복하기 위해 신호점 신호순서에 맞게 미리 재배열하고 배열된 신호점을 나비연산하는 방법으로 고속연산을 구현할 수 있다. 이 논문은 신호점 재배열 방법에 의한 Radix-2 FFT의 고속연산에 착안하여 Radix-3 FFT에 신호점 재배열 방식을 적용해 보고 그 타당성에 관한 고찰하였다.
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1. 서 론

고속푸리에변환(Fast Fourier Transform)은 이산푸리에변환(Discrete Fourier Transform)의 주기적으로 반복되는 연산을 생략하여 그 속도를 향상시킨 연산방법이다. 고속푸리에변환은 그 정의에 따라 신호점의 나누고 연산하는 재귀호출에 의해 구현될 수 있는데 이 방법은 재귀호출에 의해 발생하는 스택복사 과정의 시간소모 때문에 고속동작이 어렵게 된다. 이를 극복하기 위해 신
고침을 연산순서에 맞게 미리 재배열하고 배열된 신호점을 나비인산하는 방법으로 고효율을 수행할 수 있게 된다. 신호점을 재배열 방법은 비트역전에 의해 구현될 수 있는데, 이는 신호점 복 쌍계곱 수로 나누는 경우에는 해당된다. 이 논문은 Radix-2 고속푸리에변환 방법에 대해 설명하고, 제휴효율에 의한 Radix-3 고속푸리에변환법 및 신호점 재배열 방법에 대해 고찰한다.

2. Radix-2 FFT

2.1 Radix-2 FFT의 정의

이산푸리에변환의 정의식은 아래와 같다.

\[
X[k] = \sum_{n=0}^{N-1} x[n] e^{-j2\pi kn/N}
\]

식 (1)에서 \(e^{-j2\pi kn/N}\)는 복소평면에서 \(kN\)값이 증가함에 따라 \(N\)단계에 걸쳐 시계방향으로 회전하게 되는데, 이 특징에 기인해 이를 회전자(twiddle factor)라 부르고, \(W_N^{kn}\)으로 한다.

Radix-2 FFT는 식 (1)을 짝수 번째 수열과 홀수 번째 수열로 나누어 연산의 수를 줄인 것이다.

그림 1. 복소평면에서 N=8인 회전자의 주기성

\[
X[k] = \sum_{n=0}^{N-1} x[n] W_N^{kn} = \sum_{n=0}^{N/2-1} x[2n] W_N^{2kn} + \sum_{n=0}^{N/2-1} x[2n+1] W_N^{2kn+1/2}
\]

식 (2)에서, \(W_N^1\)는

\[
W_N^1 = e^{-j2\pi/N} = e^{-j2\pi/2} = W_N^{1/2}
\]

이므로 \(X[k]\)는 아래와 같이 쓸 수 있다.

\[
X[k] = \sum_{m=0}^{(N/2)-1} x[2m] W_N^{2km} + W_N^{1/2} \sum_{m=0}^{(N/2)-1} x[2m+1] W_N^{2km}
\]

식 (4)를 살펴보면, 이산 푸리에 변환은 결국 홀수 번째 수열의 이산 푸리에 변환과 홀수 번째 수열의 이산 푸리에 변환으로 각각 나누어짐을 알 수 있다. 식 (4)의 두 항을, 

\[
A[k] = \sum_{m=0}^{(N/2)-1} x[2m] W_N^{2km}, 0 \leq k \leq N-1
\]

\[
B[k] = \sum_{m=0}^{(N/2)-1} x[2m+1] W_N^{2km}, 0 \leq k \leq N-1
\]

로 두면, \(X[k]\)는

\[
X[k] = A[k] + W_N^1 B[k]
\]

으로 쓸 수 있다. 여기에서 \(W_N^1\)는 주기성을 가지는데, 특히 \(k = N/2\) 이상인 때,

\[
W_N^{1/2} = e^{-j2\pi(N/2)} = e^{-j2\pi/2} \cdot e^{-j2\pi N} = W_N^1 \cdot e^{-j\pi} = W_N^1 \cdot (\cos\pi - j\sin\pi)
\]
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임을 알 수 있다. 이는 복소평면에서 \(W_N^k\)이 \(X\) 중 \(N/2\)인 구간에서 \(X[k]\)는,
\[
X[k] = A[k] - W_N^k B[k]
\]
이 된다. 즉, \(X[k]\)를 계산할 때 \(N/2\)인 구간은 \(N/2\)인 구간의 면적값과를 이용하여 간
단하게 구할 수 있음을 알 수 있다.

이상의림에 변환의 역변환은
\[
x[n] = \frac{1}{N} \sum_{k=0}^{N-1} X[k] e^{-j \frac{2\pi}{N} kn} = \frac{1}{N} \sum_{k=0}^{N-1} X[k] W_N^{kn}
\]
이 된다. \(x[n]\)은 실수이므로,
\[
x[n] = \left( \frac{1}{N} \sum_{k=0}^{N-1} X[k] W_N^{kn} \right)^* = \left( \frac{1}{N} \sum_{k=0}^{N-1} X[k] W_N^{kn} \right)^*
\]
이 된다. 즉, 이상의림에 변환은 \(X[k]\)의 켤레복소수를 이상의림에 변환한 것과 같은 결과가 나
타날 수 있다.

2.2 신호점 재배열을 이용한 Radix-2 FFT

앞서에서 설명한 재귀호출을 이용한 Radix-2 FFT는 재귀호출 시 발생되는 스택부소과정의 시
간소모에 의해 고속도적이 어렵게 된다. 이로 극
복하기 위해 신호점을 미리 반성을시키고 재
배열하고, 재배열된 신호점을 나비연산하여 고속
도적을 구현할 수 있다.
신호점의 수가 8인 신호를 Radix-2 FFT 함수
의 재귀호출에 의한 신호점의 수가 2일 때까지
변화한 다음 2계 DFT가 수행된 신호점의 수열
을 나열하면 아래와 같다.

<table>
<thead>
<tr>
<th>입력 신호</th>
<th>2점 DFT시 인산 순서</th>
</tr>
</thead>
<tbody>
<tr>
<td>x[0]</td>
<td>x[0]</td>
</tr>
<tr>
<td>x[4]</td>
<td>x[1]</td>
</tr>
</tbody>
</table>

이러한 경우 2의 거듭제곱인 모든 정수 \(N\)에
대해 적용된다. 구현된 Radix-2 비트연전 코드는
이와 그림과 같다. 이렇게 입력된 시간 영역의 신호를 Radix에 따라 재배열하는 DIT
(Decimation-In-Time) 방법 외에 나비연산을 면
저 수행한 후 주파수 영역의 신호를 재배열하는
DIF (Decimation-In-Frequency)로 같은 결과를
출력하는데, 연산방식과 연산속도는 같으므로 여
기자는 DIT로 인산을 구현하였다.
Radix-3 FFT에 관한 고찰
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2.2 Radix-2 FFT 나비연산

비트역전에 의해 입력 신호를 재매열한 후 나비연산이 수행된다. 나비연산이라 함은 아래 그림과 같이 그 연산의 호름이 나비모양과 닮았다는 점에서 붙여진 것이다. Radix-2 FFT는

\[
X[k] = A[k] + W_N^k B[k], \quad 0 \leq k < \frac{N}{2} \tag{13}
\]

\[
X[k + \frac{N}{2}] = A[k] - W_N^k B[k], \quad \frac{N}{2} \leq k < N
\]

이므로, N=8일 때 X[k]는

\[
X[0] = A[0] + W_8^0 B[0], \quad X[1] = A[0] - W_8^0 B[0] \tag{14}
\]

\[
\]

\[
\]

\[
\]

이 된다. 이 연산을 호름도로 표현하면,

그림 3과 같다. 4점 DFT는 다시 그림 4와 같이 표현되고,

그림 4. 4점 DFT의 연산 호름도

2점 DFT도 다시 그림 5와 같이 나타낼 수 있으므로,

그림 5. 2점 DFT의 연산 호름도

결국 전체 호름도는 그림 6과 같다.

그림 6. 8점 FFT의 연산 호름도

8점 FFT의 경우 위 그림과 같이 \(\log_2 8 = 3\) 번의 나비연산 과정을 거치게 된다. 구현을 위해 주목할 사항은 회전자(twiddle factor) 연산에 걸리는 시간 단축을 위해 반복되는 삼각함수 연산 결과는 메모리에 배열로 저장해 두는 것이다. 위 호름도를 이용하여 구현된 나비연산 코드는 그림 7과 같다.
2.3 Radix-2 연산속도 비교

신호점을 수에 따라 DFT와 재귀호출을 사용한 Radix-2 FFT, 재귀호출을 사용하지 않는 Radix-2 FFT의 연산속도를 비교하여 표 3에 나타내었다. (Intel Core2 Duo CPU E6750 @ 2.66GHz PC 사용)

![표 3. 신호점의 수 N에 따라 각 알고리즘별 연산 시간](image)

위 결과를 살펴보면 한수 재귀호출을 사용하는 Recursive FFT의 경우 재귀호출이 발생하는 N=4인 신호의 연산시간이 재귀호출이 발생하지 않는 N=2인 신호의 연산시간보다 두려 6.6배 이상 소요되는 것으로 나타났다. 이는 재귀호출이 상당히 큰 연산시간을 소모한다는 사실을 의미하는 것이다. 한편, 재귀호출을 사용하지 않는 Non-Recursive FFT의 경우 N=32 미만에서 DFT보다 느린 속도를 보이는데, 이는 비트 역전 방법으로 신호점을 재배열하는데 소요되는 연산시간 때문이다. Recursive FFT의 경우 N=1024 이상이 되어서야 DFT보다 빠른 연산속도를 보임을 알 수 있다. 이것은 DFT는 N의 수가 증가함에 따라 곱셈 횟수가 N의 제곱근에 증가하는 반면, FFT의 경우 2N번 증가하기 때문이다. N=8192일 때 DFT와 Non-Recursive FFT의 연산속도는 무려 194배 염.Xml teh 결과로 알 수 있다.

3. Radix-3 FFT

3.1 Radix-3 FFT의 정의

신호점의 수를 \( N = 2^m \) (\( m \)는 정수)로 두면, \( m \)은 아래와 같이 나누어 질 수 있다.

\[
N= 2^m = 2 \cdot 2^{m-1} = 2^{m-1} + 2^{m-1} = 2 \cdot 2^{m-2} + 2 \cdot 2^{m-2} = (2^{m-2} + 2^{m-2}) + (2^{m-2} + 2^{m-2}) = (2+2) + \cdots + (2+2)
\]

위 수열처럼 Radix-2 FFT는 입력 신호를 2의 거듭제곱수로 두고, 이를 짝수 수열(\( n = 2m \))과 홀수 수열(\( n = 2m + 1 \))으로 나누고, 나머지 수열을 다시 Radix-2 FFT하여 전체 결과 값을 구하는 방법이다. 마찬가지로 Radix-3 FFT는 신호점의 수를 3의 거듭제곱수로 두고, 이를 첫 번째 수열(\( n = 3m \)), 두 번째 수열(\( n = 3m + 1 \))과 세 번째 수열(\( n = 3m + 2 \))으로 나누어 이산 푸리에 변환식을 3개의 이산 푸리에 변환식으로 나누어 계산하는 방법이다. 이처럼 3의 거듭제곱수의 신
호점을 3분하하여 연산하므로 이를 Radix-3 FFT라고 부른다.

\[ X[k] = \sum_{n=0}^{N-1} x[n] W_N^k \]  \hspace{1cm} (16)

\[ = \sum_{m=0}^{N/3-1} x[3m] W_N^{mk} + \sum_{m=0}^{N/3-1} x[3m+1] W_N^{2mk} + \sum_{m=0}^{N/3-1} x[3m+2] W_N^{3mk} \]

\[ = \sum_{m=0}^{N/3-1} x[3m] W_N^{mk} + \sum_{m=0}^{N/3-1} x[3m+1] W_N^{2mk} + \sum_{m=0}^{N/3-1} x[3m+2] W_N^{3mk} \]

\[ + W_N^{2k} \sum_{m=0}^{N/3-1} x[3m+2] W_N^{mk} \]

식 (16)에서

\[ W_N^{k_3} = e^{-j \frac{2\pi k_3}{3}} = e^{-j \frac{2\pi k}{N/3}} = W_{N/3}^k \]  \hspace{1cm} (17)

이므로, \( X[k] \)는

\[ X[k] = \sum_{m=0}^{N/3-1} x[3m] W_{N/3}^{mk} + \sum_{m=0}^{N/3-1} x[3m+1] W_{N/3}^{2mk} + \sum_{m=0}^{N/3-1} x[3m+2] W_{N/3}^{3mk} \]  \hspace{1cm} (18)

\[ + W_{N/3}^{2k} \sum_{m=0}^{N/3-1} x[3m+2] W_{N/3}^{mk} \]

으로 쓸 수 있다. 위 식을 살펴보면 이산 푸리에 변환을 결국 세 개의 이산 푸리에 변환으로 각각 나누어잡을 수 있다. 위 식의 각 항을

\[ A[k] = \sum_{m=0}^{N/3-1} x[3m] W_{N/3}^{mk}, 0 \leq k < N \]  \hspace{1cm} (19)

\[ B[k] = \sum_{m=0}^{N/3-1} x[3m+1] W_{N/3}^{mk}, 0 \leq k < N \]  \hspace{1cm} (20)

\[ C[k] = \sum_{m=0}^{N/3-1} x[3m+2] W_{N/3}^{mk}, 0 \leq k < N \]  \hspace{1cm} (21)

로 두면, \( X[k] \)는

\[ X[k] = A[k] + W_N^{k} B[k] + W_N^{2k} C[k] \]  \hspace{1cm} (22)

로 쓸 수 있다. \( W_N^k \)의 주기성을 이용하면,

\[ W_N^{k_3} = \frac{1}{2} e^{-j \frac{2\pi k_3}{3}} = W_N^{k_3} \cdot e^{-j \frac{2\pi k}{3}} \]

\[ = (-1 + j \sqrt{3}) W_N^{k_3} \]

\[ W_N^{k_3} = \frac{1}{2} e^{-j \frac{2\pi k_3}{3}} = W_N^{k_3} \cdot e^{-j \frac{2\pi k}{3}} \]

\[ = (-1 + j \sqrt{3}) W_N^{k_3} \]

\[ W_N^{k_3} = \frac{1}{2} e^{-j \frac{2\pi k_3}{3}} = W_N^{k_3} \cdot e^{-j \frac{2\pi k}{3}} \]

\[ = (-1 + j \sqrt{3}) W_N^{k_3} \]

\[ W_N^{k_{N/3}} = \frac{1}{2} e^{-j \frac{2\pi k_{N/3}}{3}} = W_N^{k_{N/3}} \cdot e^{-j \frac{2\pi k}{3}} \]

\[ = (-1 + j \sqrt{3}) W_N^{k_{N/3}} \]

\[ W_N^{k_{N/3}} = \frac{1}{2} e^{-j \frac{2\pi k_{N/3}}{3}} = W_N^{k_{N/3}} \cdot e^{-j \frac{2\pi k}{3}} \]

\[ = (-1 + j \sqrt{3}) W_N^{k_{N/3}} \]

이므로, \( X[k] \)는

\[ X[k] = A[k] + W_N^{k} B[k] + W_N^{2k} C[k] \]  \hspace{1cm} (27)

\[ 0 \leq k < N \]

\[ X[k] = A[k] + (-1 + j \sqrt{3}) W_N^{k} B[k] \]

\[ + (-1 + j \sqrt{3}) W_N^{2k} C[k] \]

\[ \frac{N}{3} \leq k < \frac{2N}{3} \]

\[ X[k] = A[k] + (-1 + j \sqrt{3}) W_N^{k} B[k] \]

\[ + (-1 + j \sqrt{3}) W_N^{2k} C[k] \]

\[ \frac{2N}{3} \leq k < N \]

로 나눌 수 있다. 즉, \( N \)점 DFT를 \( 0 \leq k < N/3 \)의 연산만으로 완료할 수 있다는 의미이다.
3.3 신호점 재배열을 이용한 Radix-3 FFT

이 절은 Radix-2 FFT와 마찬가지로 나비연산을 수행하기 위해 Radix-3 FFT 신호점 재배열 방법 중 한 가지를 제안하고자 한다. 그 구현과정에서 부가되는 진법변환 연산에 의해 성능은 만족스럽지 않지만 그 타당성은 확인할 수 있다.

Radix-3 FFT를 위해 입력 신호를 재배열하는 방법은 Radix-2처럼 간단한 2진수 비트 역전으로 구현되지 않는다. 그러나 신호점의 주소를 3진수로 표기하면 마치 2진수 비트역전과 같이 3진수 자리역전에 의해 신호점 재배열이 가능함을 발견하였다. 아래 표는 신호점의 주소가 9인 신호를 3진수 자리역전에 의해 재배열하는 과정을 나타낸 것이다.

표 4. 3진수 자리역전에 의한 신호 재배열

<table>
<thead>
<tr>
<th>입력신호 주소</th>
<th>재배열 신호 주소</th>
</tr>
</thead>
<tbody>
<tr>
<td>10진수</td>
<td>3진수</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>02</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
</tr>
</tbody>
</table>

3진수 자리역전을 하기 위해서 먼저 10진수 주소를 3진수로 바꾸고, 각 3진수 주소별로 자리의 역전을 하여 재배열한 후 이를 다시 10진수 주소로 변환해야한다. 이 작업을 수행하는 코드는 그림 8과 같다.

그림 8. 3진수 자리역전을 이용해 Radix-3 FFT용 입력 신호를 재배열하는 코드

시행 결과 이 방식은 10진수와 3진수간 진법변환에 나눗셈 연산이 여러 차례 수행되어 한수계체동 방식보다 2배 이상 느린 속도를 나타내었다. 나비연산을 거친 결과는 DFT와 비교하여 동일한 값이 출력되어 그 타당성은 확인할 수 있었다.

4. 결 론

본 논문에서는 Radix-2 FFT에 대해서 살펴보고 DFT, 재귀호출을 사용한 Radix-2 FFT, 신호점 재배열과 나비연산을 사용한 Radix-2 FFT의 속도를 비교하여 최후자의 속도가 전자들보다 훨씬 빠를을 알 수 있었다.

Radix-3 FFT의 경우 비트역전에 의한 신호점 재배열이 불가능하기 때문에 고속의 코드 구현에 어려움이 있다. 본 논문은 Radix-3 FFT를 위하여 입력 신호점의 주소를 3진수로 나타내고, 3진수 자리역전에 의해 신호점 재배열이 가능함을 밝혔다. 진법변환에 소요되는 나눗셈 연산시간에 의해 성능은 만족스럽지 않지만 그 타당성은 확인할 수 있었다. 향후 진법변환에 관한 연구를 통해 성능을 항상시킬 예정이다.
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