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ABSTRACT

In this paper, a new fault detection method for the extended Kalman filter, which uses a \( N \)-step predictor, is proposed. The \( N \)-step predictor performs the only time propagations for \( N \)-step intervals without measurement updates and its output is used as a monitoring signal for the fault detection. A consistency between the extended Kalman filter and the \( N \)-step predictor is tested to detect a fault. A test statistic is defined by the difference between the extended Kalman filter and the \( N \)-step predictor. The proposed method is applied to strapdown inertial navigation system (SDINS). By computer simulation, it is shown that the proposed method detects a fault effectively.
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1. INTRODUCTION

The statistical tests on filter innovations have been widely used for the detection of fault in stochastic dynamical systems\(^1\). As a kind of statistical tests for real time fault detection in Kalman filter, the state chi-square test whose basic concepts were proposed by Kerr\(^2,3\) was used in the previous studies\(^4,5\). In those methods, a state predictor was used to provide a monitoring signal for fault detection, and the state chi-square test was used to check the consistency between the state estimate of the Kalman filter and that of the state predictor. But, if just one predictor is applied for generating the monitoring signal, the failure sensitivity may be gradually degraded as time runs because of the accuracy of the predictor. To improve the failure sensitivity of the state chi-square test, the use of a pair of state predictors that are alternatively reset with the Kalman filter was proposed by Ren Da\(^6\). However, the use of a pair of state predictors causes the test statistic to change abruptly at the reset time of the predictors, which may...
increase the false alarm rate. Also the detection method is a little complicated because of using two predictors.

To overcome such problems, a new approach to the fault detection involving the extended Kalman filter is proposed in this paper. The proposed method involves the use of a $N$-step predictor, which is based on measurements made up to the $(k - N)th$ step, in order to produce a monitoring signal for the extended Kalman filter. The test statistics for fault detection are defined by the differences between the extended Kalman filter and the $N$-step predictor. The proposed fault detection method is applied to a strapdown inertial navigation system (SDINS) integrated with Global Positioning System (GPS), and its fault detection performance is examined and compared with the residual test by computer simulation.

2. State chi-square test for fault detection

The basic concept of the two-ellipsoid test for fault detection proposed by Kerr\[a\] is to determine whether two estimates of the same parameter $x(k)$, agree within the expected uncertainties of the estimates. This fault detection method was modified into simpler closed form called for state chi-square test\[b\]. In this section, the state chi-square test for fault detection in the extended Kalman filter is revisited.

Consider the following discrete-time linear system:

$$x(k + 1) = \Phi(k + 1, k)x(k) + G(k)w(k)$$

(1)

$$z(k) = H(k)x(k) + \nu(k)$$

(2)

where $x(k) \in R^n$ and $z(k) \in R^m$ represent the state and the measurement vector, respectively.

The process noise $w(k)$ and measurement noise $\nu(k)$ are assumed to be white Gaussian noise processes with zero mean which are mutually uncorrelated. The noise covariance kernels are $E\{w(i)w^T(j)\} = Q(i)\delta_{ij}$ and $E\{\nu(i)\nu^T(j)\} = R(i)\delta_{ij}$, respectively, where $\delta_{ij}$ is the Kronecker–delta function.

In the state chi-square test, the test statistics are defined by using two estimates: Kalman filter output $\hat{x}_f(k)$, and a monitoring signal $\hat{x}_m(k)$, which is the estimate from the $N$-step predictor discussed in next section. If the monitoring signal and its covariance matrix are given, then, the test statistics can be defined as follows.

Let us define the following variables to produce the test statistic for fault detection in Kalman filter:

$$e_f(k) = x(k) - \hat{x}_f(k)$$

(3)

$$e_m(k) = x(k) - \hat{x}_m(k)$$

(4)

$$\beta(k) = e_m(k) - e_f(k) = \hat{x}_f(k) - \hat{x}_m(k)$$

(5)

$$B(k) = E\{\beta(k)\beta^T(k)\} = P_f(k) - P_{fm}(k) - P_{fm}(k)^T + P_m(k)$$

(6)

where $x(k)$ is the true state vector, $e_f(k)$ is the estimation error from Kalman filter, $e_m(k)$ is the estimation error from the predictor, and $P_{fm}(k)$ is the cross covariance matrix between the $N$-step predictor and Kalman filter. Then, the test statistic is defined as

$$l(k) = \beta^T(k)B^{-1}(k)\beta(k)$$

(7)

The defined test statistic $l(k)$ is chi-square distributed with $n$ degrees of freedom. The test
for fault detection is

\[
\begin{align*}
\begin{cases}
\ell(k) \geq \epsilon_\beta & \text{fault} \\
\ell(k) < \epsilon_\beta & \text{no fault}
\end{cases}
\end{align*}
\]

(8)

where the threshold $\epsilon_\beta$ is determined from the chi-square distribution tables with the selected false alarm rate (FAR).

If the concerned system is linear and the initial conditions of the filter and the predictor are the same, then Eq. (6) can be simplified as follows[4]:

\[
B(k) = P_m(k) - P_f(k)
\]

(9)

However, if the system is nonlinear, such as in case of an SDINS, the state transition matrix of the predictor $\Phi_m(k)$ is not identical to that of the extended Kalman filter $\Phi_f(k)$[7]. Therefore, the cross covariance matrix $P_{fm}(k)$ should be reconsidered to calculate the test statistic $\ell(k)$.

The cross covariance matrix $P_{fm}(k)$ is calculated by means of the following equations:

\[
P_{fm}(k+1|k) = E \{ e_f(k+1|k)e_m^T(k+1|k) \}
= \Phi_f(k+1,k)P_m(k|k)\Phi_m^T(k+1,k) + G_f(k)Q(k)G_m^T(k)
\]

(10)

\[
P_{fm}(k|k) = E \{ e_f(k|k)e_m^T(k|k) \}
= E \{ [(I - K_f(k)H_f(k))e_f(k|k-1) - K_f(k)v(k)]e_m^T(k|k-1) \}
= [I - K_f(k)H_f(k)]P_m(k|k-1)
\]

(11)

where $K_f(k)$ is Kalman gain, and $H_f(k)$ is measurement matrix.

Now, if a well-defined monitoring signal, $\hat{x}_m(k)$, its covariance, $P_m(k)$, and the cross covariance, $P_{fm}(k)$ are given, the test statistic can be calculated to detect a fault in the extended Kalman filter. In next section, the monitoring signal for fault detection in the extended Kalman filter is discussed.

3. Monitoring signal by $N$-step predictor

If a state predictor is used to get a monitoring signal for consistency test, the sensitivity of a fault is gradually degraded because the covariance of the signal increases in magnitude as time runs. To avoid such a problem, the application of two predictors, which are alternatively reset by Kalman filter output, was proposed by Ren Da[6]. In that method, however, the test statistics may change abruptly when the predictors are reset. In this section, $N$-step predictor is proposed for generating a monitoring signal for fault detection in the extended Kalman filter, in order to overcome the problem.

Let us consider the following nonlinear state prediction equation:

\[
\dot{\hat{x}}(t) = f(\hat{x}(t))
\]

(12)

where the predicted time interval is $t_{k-1} \leq t < t_k$ with initial condition $\hat{x}(t_{k-1}) = \hat{x}(t_{k-1}|t_{k-1})$.

We will use the time index $k$ instead of $t_k$ for convenience, from now on.

From Eq. (12), the predicted state vector at $k-th$ step can be approximated as

\[
\hat{x}(k|k-1) = f(\hat{x}(k-1|k-1))\Delta T + \hat{x}(k-1|k-1)
\]

(13)

where $\Delta T$ is the measurement update interval and $\hat{x}(k|k-1)$ is the state vector based on the measurements $Z_{k-1} = \{z_1, z_2, \ldots, z_{k-1}\}$.
Then, the state vector \( \hat{x} (k) \) based on the measurement set \( Z_{k-2} = \{z_1, z_2, \ldots, z_{k-2} \} \) can be approximately written as

\[
\hat{x} (k) = f(\hat{x} (k-1|k-2)) \Delta T + \hat{x} (k-1|k-1) \\
= f(\hat{x} (k-1|k-1)) \Delta T + \hat{x} (k-1|k-1) \\
- [I + F_{k-1} \Delta T] \delta \hat{x}_{k-1} \\
= \hat{x} (k|k-1) - \Phi (k, k-1) \delta \hat{x}_{k-1} \\
(14)
\]

where \( \delta \hat{x}_{k-1} \) is the estimated error of \( x(k-1) \) using \( z_{k-1} \), that is, \( K_{k-1} (z_{k-1} - h(\hat{x} (k-1|k-2))) \), and

\[
F_{k-1} = \frac{\partial f(x)}{\partial x} |_{x = \hat{x} (k-1|k-1)}, \\
\Phi (k, k-1) = [I + F_{k-1} \Delta T].
\]

From Eq. (14), the state vector \( \hat{x} (k-N+1) \) at the \( (k-N+1) \)th step without using the measurements \( \{z_{k-N}, z_{k-N+1}\} \) can be approximated as

\[
\hat{x} (k-N+1) = \hat{x} (k-N+1|k-N+1) - \Phi (k-N+1, k-N) \delta \hat{x}_{k-N+1} \\
(15)
\]

where \( \Phi (k-N+1, k-N) \) can be similarly defined as Eq. (14). The state \( \hat{x} (k-N+2) \) without using the measurements \( \{z_{k-N}, z_{k-N+1}\} \) can be approximated as

\[
\hat{x} (k-N+2) = f(\hat{x} (k-N+1)) \Delta T + \hat{x} (k-N+1) \\
- \Phi (k-N+2, k-N+1)[\delta \hat{x}_{k-N+1}] \\
- \Phi (k-N+1, k-N) \delta \hat{x}_{k-N} \\
= \hat{x} (k-N+2|k-N+2) - \delta \hat{x}_{k-N+2} \\
- \Phi (k-N+2, k-N+1) \delta \hat{x}_{k-N+1} \\
- \Phi (k-N+2, k-N) \delta \hat{x}_{k-N} \\
(16)
\]

If the procedure mentioned above is repeated, then the predicted state \( \hat{x} (k-1) \) at the \( (k-1) \)th step without using the measurements \( \{z_{k-N}, z_{k-N+1}, \ldots, z_{k-2}\} \) can be written as

\[
\hat{x} (k-1) = \hat{x} (k-1|k-1) - \delta \hat{x}_{k-1} \\
- \sum_{j=k-N}^{k-2} \Phi (k-1, j) \delta \hat{x}_{j} \\
(17)
\]

Therefore, the predicted state \( \hat{x} (k) \) at the \( k \)-th step without using the measurements \( \{z_{k-N}, z_{k-N+1}, \ldots, z_{k-1}\} \) in a nonlinear system can be approximated as

\[
\hat{x} (k) = \hat{x} (k|k-1) - \sum_{j=k-N}^{k-1} \Phi (k, j) \delta \hat{x}_{j} \\
(18)
\]

where \( \hat{x} (k|k-1) \) is the estimated state obtained from the extended Kalman filter. The predicted state \( \hat{x} (k) \) given by Eq. (18) can be used as the monitoring signal \( \hat{x}_{m}(k) \) defined in previous section. Therefore, we will use the state vector \( \hat{x}_{m}(k) \) instead of \( \hat{x} (k) \) for convenience.

To derive the covariance of the state vector \( \hat{x}_{m}(k) \), let us define the prediction error \( e_{m}(k) \) as

\[
e_{m}(k) = x(k) - \hat{x}_{m}(k) \\
(19)
\]

Then, the covariance matrix \( P_{m}(k) \), which is the covariance of the predicted state vector \( \hat{x}_{m}(k) \) given by Eq. (18), can be written as
\[ P_m(k) = E[e_m(k)e_m^T(k)] \]
\[ = E\left\{ e(k|k-1) + \sum_{j=k-N}^{k-1} \Phi(k,j)\delta\hat{x}_j \right\} \]
\[ = E\left\{ e(k|k-1) + \sum_{j=k-N}^{k-1} \Phi(k,j)\delta\hat{x}_j \right\}^T \] (20)

In Eq. (20), it can be demonstrated that \( E[\delta\hat{x}_k - \hat{x}^T(k|k-1)] \) \((j = k-N, \ldots , k-1)\) is equal to zero by the orthogonal projection lemma\(^8\). Therefore, the covariance equation (20) can be written as

\[ P_m(k) = P(k|k-1) \]
\[ + \sum_{j=k-N}^{k-1} \Phi(k,j)E[\delta\hat{x}_j\delta\hat{x}_j^T]\Phi^T(k,j) \]
\[ = P(k|k-1) + \sum_{j=k-N}^{k-1} \Phi(k,j)(P(j|j-1) - P(j|j))\Phi^T(k,j) \] (21)

where \( P(j|j-1) \) and \( P(j|j) \) are the covariance matrix of the state vector \( \hat{x}(j|j-1) \) and \( \hat{x}(j|j) \), respectively.

The cross covariance matrix \( P_{fm}(k) \) between the \( N \)-step predictor and the extended Kalman filter must be considered to define the test statistics. From the definition, \( P_{fm}(k) \) can be written as

\[ P_{fm}(k) = E[e(k|k)e_m^T(k)] \]
\[ = E[e(k|k)e^T(k|k-1)] \]
\[ + E\left\{ e(k|k)\sum_{j=k-N}^{k-1} \Phi(k,j)\delta\hat{x}_j \right\}^T \] (22)

In Eq. (22), the second term on the right hand side is equal to zero according to the orthogonal projection lemma\(^8\). Therefore, the cross covariance matrix \( P_{fm}(k) \) can be written as

\[ P_{fm}(k) = E\left\{ e(k|k)e^T(k|k-1) \right\} \]
\[ = [I - K_f(k)H_f(k)]P_f(k|k-1) \]
\[ = P_f(k|k) \] (23)

where \( P_f(k|k) \) is the covariance matrix of the state vector \( \hat{x}(k|k) \), and \( K_f(k) \) is the Kalman gain. From Eq. (23), it is found that the cross covariance matrix \( P_{fm}(k) \) is equal to the covariance matrix of Kalman filter output \( P_f(k|k) \).

Consequently, the covariance matrix represented by Eq. (6) can be simplified as Eq. (9), though the output of the \( N \)-step predictor is used as a monitoring signal in the extended Kalman filter.

Now, the test statistic for the fault detection of the extended Kalman filter can be computed from Eqs. (18), (21), (23) as follows.

\[ l_N(k) = [\hat{x}_f(k|k) - \hat{x}_m(k)]^T\left[P_m(k) - P_f(k|k)\right]^{-1} \]
\[ \times [\hat{x}_f(k|k) - \hat{x}_m(k)] \] (24)

where \( \hat{x}_f(k|k) \) and \( P_f(k|k) \) represent the state vector of the extended Kalman filter and its covariance matrix, respectively.

4. Comparison with Residual Test

In this section, the performance of fault detection of the proposed \( N \)-step predictor method is analytically compared to the conventional method using residual. The miss detection rate (MDR) is chosen as the performance index.

If there is a fault in the system, the previous defined test statistics have non-central chi-square distributions with unknown non-central parameter whose expected value is zero under no fault conditions. For the purpose of reducing MDR at
given threshold $\epsilon_0$, it is reasonable that non-central parameter has large value in fault conditions.

In the residual test, the test statistic at $k-th$ step is generally defined as following:

$$ l_r(k) = \sum_{j=k-N+1}^{k} r^T(j) V^{-1}(j) r(j) $$  \hspace{1cm} (25)

where $N$ is the size of moving windows, $r(j)$ and $V(j)$ represent the $j-th$ residual and its covariance, respectively. If there is an additive fault in measurement sensors, then, the expected value of the non-central parameter $l_r(k)$ given by Eq. (25) at $k-th$ step can be approximated as

$$ E[l_r(k)] = E \left\{ \sum_{j=k-N+1}^{k} f^T(j) V^{-1}(j) f(j) \right\} $$  \hspace{1cm} (26)

where $f(j)$ is a fault vector at $j-th$ step in sensors.

On the other hand, the expected value of the test statistics in $N$-step predictor method can be calculated as follows. If there is a fault in the system, the expected value of the difference between the state vector of $N$-step predictor and that of the extended Kalman filter can be approximately written as

$$ E[\hat{\mathbf{x}}_f(k|k) - \hat{\mathbf{x}}_m(k)] = E \left\{ \sum_{j=k-N}^{k} \Phi(k,j) \delta \hat{\mathbf{x}}_j \right\} $n \approx E \left\{ \sum_{j=k-N}^{k} \Phi(k,j) K_f(j) f(j) \right\} $$  \hspace{1cm} (27)

where $\delta \hat{\mathbf{x}}_j$ and $K_f(j)$ are the estimated error vector and the gain matrix of the extended Kalman filter at $j-th$ step, respectively. Therefore, if the expected value of the test statistics given in Eq. (24) can be written as

$$ E[l_N(k)] = E \left\{ \left[ \sum_{j=k-N}^{k} \Phi(k,j) K_f(j) f(j) \right]^T B^{-1}(k) \right\} \cdot \left[ \sum_{j=k-N}^{k} \Phi(k,j) K_f(j) f(j) \right] $$  \hspace{1cm} (28)

where $B(k) = P_m(k) - P_f(k|k)$.

In Eqs. (26) and (28), if the extended Kalman filter and $N$-step predictor are assumed in steady state, the covariance matrices $V$, $B$, and the gain matrix $K_f$ can be considered as constant. In Eq. (26), the fault vector $f(j)$ ($j = k-N, \cdots, k$) directly affects the test statistic $l_r(k)$ in residual test method. However, in Eq. (28), the vector $\Phi(k,j) K_f(j) f(j)$ affects the test statistics $l_N(k)$ in the $N$-step predictor method. The following equation, which is held in the extended Kalman filter, is considered for the comparision of sensitivity of the fault:

$$ \lambda_{\text{max}} \{ I - K_f H_f \} < 1 $$  \hspace{1cm} (29)

where $\lambda_{\text{max}}$ represents maximum eigenvalue. If we assume that the measurement matrix $H_f$ is identity matrix, some characteristics can be told from the above equations. In the early stage after a fault, the residual test method may be more sensitive to fault than the proposed method because of Eq. (29). Therefore, if the size of the fault is sufficiently large, for example, hard fault, the residual test is more advantageous than the proposed method from a detection time point of view. However, the proposed method is more desirable than the residual test when the size of the fault is not so large as to detect the fault in a few seconds, because the influence of the fault in the $N$-step predictor method is propagated with an accumulated form owing to the state
transition matrix $\Phi(k, j)$ on the other hand, the influence of the fault in residual test is uniform within a interested interval. In the next section, these characteristics are confirmed by computer simulation.

5. APPLICATION FOR SDINS

In order to verify the performance of the proposed fault detection method, it is applied to an SDINS with aided sensor, global position system (GPS). The performance of the method is examined by computer simulation, and compared with the residual test which is conventionally used for detecting a fault in Kalman filter.

The error models for the SDINS are referred to [9], and the inertial sensor errors are simply modeled as the sum of the random constant bias and white noise. Also, the GPS errors are simply modeled as additive white Gaussian noise. The filter model used in the simulation has sixteen state variables: three position errors, three velocity errors, four quaternion errors\(^{[10]}\), and six gyro and accelerometer biases. The measurement models include the velocity and position variables obtained from the GPS with a frequency of 1Hz. In Table 1, the standard deviations of the sensor errors for the simulation are given.

The reference trajectory for the simulation is such that the speed of the vehicle is constant at 250m/s with the exception of the initial stage, and the vehicle changes its attitude with a turning rate of 30deg/s in yaw at 100sec.

The position and velocity states are considered for the test statistics; hence the test statistic has a chi-square distribution with 6degrees of freedom in the $N$-step predictor method, 12degrees of freedom in residual test where the size of moving window, $N$, equals 20, respectively. The chosen false alarm (FAR) rate in simulation is $10^{-5}$. Two kinds of faults are assumed to occur, that is, an additive ramp type fault in latitude data for GPS and an additive bias in gyro sensor fault at 130sec. The performance of the fault detection is evaluated by averaging over 50 Monte Carlo runs for every case.

Fig. 1 shows MDR obtained from the simulation results for the ramp type fault in GPS. Several slopes are used for the ramp type fault. From Fig. 1, it is shown that MDR is all zero in two detection methods when the slope of ramp type fault is 1m/sec. But, when the slope is between more than 0.1m/s and less than 1m/s, MDR of the proposed method (marked by squares) is smaller than that of the residual test (marked by

![Image](Fig. 1) MDR for GPS fault
Fig. 2 shows MDR for the $N$-step predictor method and the residual test, when the abrupt change of gyro bias is used as the fault model. From the results, it is also shown that MDR of the proposed method is smaller than that of the residual test, which is similar to the assumed GPS fault case.

As another performance index for fault detection, the detection delay is considered for the assumed two fault cases. Table 2 shows the averaged detection delay when MDR is zero, that is, the slope of ramp type in GPS fault is 1m/s and the magnitude of bias in gyro fault is 30deg/s, respectively. From Table 2, it is known that the $N$-step predictor method is more advantageous from a point of detection delay than the residual test.

From the simulation results, it is confirmed that the proposed method detect a fault of the extended Kalman filter, effectively. Also, it is shown that the $N$-step predictor method is more appropriate for fault detection than the residual test from the points of MDR and detection delay, which is expected from the comparison in the previous section.

### Table 2: Comparison of fault detection delay

<table>
<thead>
<tr>
<th></th>
<th>$N$-step predictor</th>
<th>Residual test</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS fault</td>
<td>25.1 sec</td>
<td>33.2 sec</td>
</tr>
<tr>
<td>gyro fault</td>
<td>33.1 sec</td>
<td>40.9 sec</td>
</tr>
</tbody>
</table>

6. CONCLUSION

In this paper, we proposed the new approach to fault detection method with the $N$-step predictor which is used for obtaining a monitoring signal of the extended Kalman filter. A consistency between the extended Kalman filter and the $N$-step predictor is tested to detect a fault, which is similar to the previous studies. But, the proposed method overcomes the problems such as gradually degraded fault sensitivity and abruptly change of test statistic. The fault detection method with the $N$-step predictor is compared to the residual test, and some characteristics of the method are discussed.

The proposed fault detection method is applied to an SDINS with GPS, and its performance is evaluated by Monte Carlo simulation. From the simulation results, it is shown that the proposed method exhibits good performance in terms of its fault detection capacity. Also, the $N$-step predictor method is compared to the residual test by computer simulation, and the characteristics of the proposed method are verified.
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