SOLUTION OF RICCATI TYPES MATRIX DIFFERENTIAL EQUATIONS USING MATRIX DIFFERENTIAL TRANSFORM METHOD
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ABSTRACT. In this work, we successfully extended dimensional differential transform method (DTM), by presenting and proving some new theorems, to solve the non-linear matrix differential Riccati equations (first and second kind of Riccati matrix differential equations). This technique provides a sequence of matrix functions which converges to the exact solution of the problem. Examples show that the method is effective.

AMS Mathematics Subject Classification : 15A30; 15A24; 15A90; 39B42. Key words and phrases : Matrix differential Riccati equations; differential transformation method; continuous matrix solutions.

1. Introduction

Consider the first kind time-varying matrix differential Riccati equations (1-MDREs)

\[ X'(t) = A_{21}(t) + A_{22}(t)X(t) - X(t)A_{11}(t) - X(t)A_{12}(t)X(t), \]
\[ X(t_0) = X_0, \]

where \( A_{11}(t) \in R^{n \times n}, A_{22}(t) \in R^{m \times m}, A_{12}(t) \in R^{n \times m}, A_{21}(t) \in R^{m \times n}, X(t) \in R^{m \times n} \), and second kind time-varying matrix differential Riccati equations (2-MDREs)

\[ [X(t) + B(t)]X'(t) = B_{21}(t) + B_{22}(t)X(t) - X(t)B_{11}(t) - X(t)B_{12}(t)X(t), \]
\[ X(t_0) = X_0, \]

where \( B_{11}(t) \in R^{n \times n}, B_{22}(t) \in R^{n \times n}, B_{12}(t) \in R^{n \times n}, B_{21}(t) \in R^{n \times n}, X(t) \in R^{n \times n} \) and \( B(t) \in R^{n \times n} \).

MDREs play a fundamental role in control theory, for example, optimal control [1], filtering and estimation, decoupling Boundary values problems [2,3], and
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order reduction, etc. In the past a number of unconventional numerical methods that are suited only for time-invariant MDREs have been designed, but despite their special structure, no unconventional methods that are suited for time-varying MDREs have been constructed, except (carefully) re-designed conventional linear multistep methods and Runge-Kutta methods. Implicit conventional methods which are preferred to explicit ones for stiff systems require solving nonlinear systems of equations (of possibly much higher dimensions than the original problem itself for Runge-Kutta methods) which not only pose implementation difficulties but also may be expensive because they require solving non-linear matrix equations which may be costly.

Many authors studied Eq.(1) and similar of these equation, by different numerical method, such as L. Dieci, et al. [2], Kenney, et, al. [4], Chiu, et, al. [5,6]. In [7,8], the Cubic Matrix Splines method employed to approximate the solution of special case of Matrix differential equation.

The differential transform method is a semi-numerical-analytic-technique that formalizes the Taylor series in a totally different manner. It was first introduced by Zhou in a study about electrical circuits [9]. The differential transform method obtains an analytical solution in the form of a polynomial. It is different from the traditional high order Taylor series method, which requires symbolic competition of the necessary derivatives of the data functions. The Taylor series method is computationally taken long time for large orders. With this method, it is possible to obtain highly accurate results or exact solutions for linear and nonlinear matrix differential equations. It is possible to solve system of differential equations [10], differential-algebraic equations [11], partial differential equations [12], fractional differential equations [13], pantograph equations [14], integro-differential equations [15] by using this method.

The purpose of this research is to extended the differential transformation method(DTM) to obtained the solution of Eqs. (1) and (2).

2. Basic definitions

The basic definitions of matrix differential transformation are introduced as follows:

**Definition 1.** If $u(t) \in \mathbb{R}^{m \times n}$ can be expressed by Taylor's series about fixed point $t_i$, then $u(t)$ can be represented as

$$u(t) = \sum_{k=0}^{\infty} \frac{u^{(k)}(t_i)}{k!} (t - t_i)^k.$$  \hfill (3)

If $u_n(t)$ is be the $n$-partial sums of a Taylor's series (2), then

$$u_n(t) = \sum_{k=0}^{n} \frac{u^{(k)}(t_i)}{k!} (t - t_i)^k + R_n(t).$$  \hfill (4)

where $u_n(t)$ is called the $n$-th Taylor polynomial for $u(t)$ about $t_i$ and $R_n(t)$ is remainder term.
If $U(k)$ is defined as
\[ U(k) = \frac{1}{k!} \left[ \frac{d^k}{dt^k} u(t) \right]_{t=t_i}, \quad \text{where} \quad k = 0, 1, \ldots, \infty \] (5)
then Eq (3) reduce to
\[ u(t) = \sum_{k=0}^{\infty} U(k)(t - t_i)^k. \] (6)
and the $n$-partial sums of a Taylor's series (6) reduce to\[ u_n(t) = \sum_{k=0}^{n} U(k)(t - t_i)^k + R_n(t). \] (7)
The $U(k)$ defined in Eq (5), is called the matrix differential transform of matrix function $u(t)$. For simplicity assume that $t_0 = 0$, then solution (6) reduce to
\[ u(t) = \sum_{k=0}^{n} U(k)t^k + R_{n+1}(t). \] (8)
From the above definitions, it can be found that the concept of the one-dimensional matrix differential transform is derived from the Taylor series expansion.

Now we state the fundamental theorem of this paper. Assume that the matrices $W(k), U(k), \text{and } V(k)$, in $R^{n \times n}$, are the differential transform versions of the matrix functions $w(t), u(t), \text{and } v(t)$, in $R^{n \times n}$, respectively, then we have:

**Theorem 1.** If $w(t) = c_1 u(t) \pm c_2 v(t)$, where $c_1, c_2 \in \mathbb{R}$, then
\[ W(k) = c_1 U(k) \pm c_2 V(k). \]

**Theorem 2.** If $w(t) = \frac{d^m}{dt^m} u(t)$, then $W(k) = \frac{(k+m)!}{k!} U(k + m)$.

**Proof.** From definition 1, we get
\[ \frac{d^k}{dt^k} w(t) = \frac{d^k}{dt^k} \left[ \frac{d^m}{dt^m} u(t) \right] = \frac{d^{k+m}}{dt^{k+m}} u(t). \]
Therefore
\[ \left[ \frac{d^k}{dt^k} w(t) \right]_{t=t_i} = \left[ \frac{d^{k+m}}{dt^{k+m}} u(t) \right]_{t=t_i} = (k + m)! U(k + m), \]
then from (5), we have $W(k) = \frac{(k+m)!}{k!} U(k + m)$. \qed

**Remark 1.** In this paper, the notation $\otimes$ is applied to denoted the multiplicative notation of differential transform version of matrixes functions.

**Theorem 3.** If $w(t) = u(t)v(t)$, then $W(k) = \sum_{l=0}^{k} U(l)V(k - l)$.

**Proof.** By using the Lienitis formula, we get
\[ \frac{d^k}{dt^k} w(t) = \frac{d^k}{dt^k} \left[ u(t)v(t) \right] = \sum_{l=0}^{k} \binom{k}{l} \frac{d^l}{dt^l} u(t) \frac{d^{k-l}}{dt^{k-l}} v(t). \]
Therefore
\[ \left. \frac{d^k}{dt^k} w(t) \right|_{t=t_0} = \sum_{l=0}^{k} \binom{k}{l} l! (k-l)! U(l)V(k-l), \]
then from (5), we have
\[ W(k) = U(k) \otimes V(k) = \sum_{l=0}^{k} U(l)V(k-l). \]

**Remark 2.** Matrix multiplication is a noncommutative operation, i.e. it is possible for \( u(t) v(t) \neq v(t) u(t) \), even when both products exist and have the same shape. Therefore for \( w(t) = v(t) u(t) \), we have \( W(k) = \sum_{l=0}^{k} V(l)U(k-l) \).

**Theorem 4.** If \( w(t) = \frac{d^m}{dt^m} u(t) \frac{d^n}{dt^n} v(t) \), then
\[ W(k) = \sum_{l=0}^{k} \frac{(l+m)! (k-l+n)!}{l! (k-l)!} U(l+m)V(k-l+n). \]

**Proof.** Analogously to previous Theorems, we get
\[ \frac{d^k}{dt^k} w(t) = \frac{d^k}{dt^k} \left[ \frac{d^m}{dt^m} u(t) \frac{d^n}{dt^n} v(t) \right] = \sum_{l=0}^{k} \binom{k}{l} \frac{d^{m+l}}{dt^{m+l}} u(t) \frac{d^{n+k-l}}{dt^{n+k-l}} v(t). \]
Therefore
\[ \left. \frac{d^k}{dt^k} w(t) \right|_{t=t_0} = \sum_{l=0}^{k} \binom{k}{l} \frac{(l+m)! (k-l+n)!}{l! (k-l)!} U(l+m)V(k-l+n). \]
Then from (5), we have \( W(k) = \sum_{l=0}^{k} \frac{(l+m)! (k-l+n)!}{l! (k-l)!} U(l+m)V(k-l+n) \).

**Remark 3.** From Remark 2, if \( w(t) = \frac{d^m}{dt^m} v(t) \frac{d^n}{dt^n} u(t) \), then
\[ W(k) = \sum_{l=0}^{k} \frac{(l+m)! (k-l+n)!}{l! (k-l)!} V(l+m)U(k-l+n). \]

**Theorem 5.** Assume that \( W(k), U(k) \), and \( V(k) \), are the differential transform version of matrix functions \( w(t), u(t) \), and \( v(t) \), respectively, then
(A) If \( w(t) = u(t) \frac{d^m}{dt^m} v(t) \), then \( W(k) = \sum_{l=0}^{k} \frac{(k-l+n)!}{l! (k-l)!} U(l)V(k-l+n). \)
(B) If \( w(t) = \frac{d^m}{dt^m} u(t) v(t) \), then \( W(k) = \sum_{l=0}^{k} \frac{(l+m)!}{l!} U(l+m)V(k-l). \)

**Proof.** It is obvious from Theorem 4.

**3. Convergence analysis**

In this section, we show that the presented matrix differential transformation method is convergence.
Theorem 6. (Matrix form of Taylor series) Let the matrix function \( u : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n} \), and its first \( n \) derived functions be relatively continuous and finite on an interval \( T \) and differentiable on \( T - Q \), \( (Q \) countable). Let \( t_0, t \in T \). Then formulas (5) and (6) hold, with

\[
R_n(x) = \frac{1}{n!} \int_{t_0}^{x} u^{(n+1)}(t)(x - t)^n dt,
\]

\[
\|R_n(x)\|_{\infty} \leq \frac{|x - t_0|^{n+1}}{(n + 1)!} \|u^{(n+1)}(t)\|_{\infty},
\]

where \( \|\cdot\|_{\infty} \) is infinity matrix norm.

Proof. By definition 1, we get

\[
R_n(x) = u(x) - u(t_0) - \sum_{k=1}^{n} \frac{u^{(k)}(t_0)}{k!} (x - t_0)^k.
\]

We use the right side as a pattern to define a function \( h : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n} \). This time, we keep \( x \) fixed (say, \( x = a \in T \)) and replace \( t_0 \) by a variable \( t \). Thus we set

\[
h(t) = u(a) - u(t) - \frac{u'(t)}{1!} (a - t) - \cdots - \frac{u^{(n)}(t)}{n!} (a - t)^n, \quad t \in \mathbb{R}
\]

Then \( h(t_0) = R_n(a) \) and \( h(a) = 0 \). Our assumptions imply that \( h \) is relatively continuous and finite on \( T \), and differentiable on \( T - Q \). Differentiating (15), we see that all cancels out except for one term

\[
h'(t) = -\frac{u^{(n+1)}(t)}{n!} (a - t)^n, \quad t \in T - Q.
\]

then we get

\[
-h(t) = \int_{t}^{a} \frac{u^{(n+1)}(t)}{n!} (a - t)^n dt, \quad t \in T.
\]

and

\[
\int_{t_0}^{a} \frac{u^{(n+1)}(t)}{n!} (a - t)^n dt = -h(a) + h(t_0) = R_n(a), \quad t \in T.
\]

As \( x = a \), (14) is proved. Next, let \( M = \|u^{(n+1)}(t)\|_{\infty} \). If \( M = +\infty \), the (14) is valid. If \( M < +\infty \), define \( g(t) = M \frac{(t-a)^{n+1}}{(n+1)!} \) for \( t \geq a \), and \( g(t) = -M \frac{(a-t)^{n+1}}{(n+1)!} \) for \( t \leq a \). In both cases,

\[
g'(t) = M \frac{|t-a|^n}{n!} \geq \|h'(t)\|_{\infty}, \quad t \in T - Q.
\]

then we get, \( \|h(t_0) - h(a)\|_{\infty} \leq \|g(t_0) - g(a)\|_{\infty} \), or \( \|R_n(a)\|_{\infty} \leq M \frac{|a-t_0|^{n+1}}{(n+1)!} \),

Thus (14) follows, because \( a \) is arbitrary value.

4. Applications and numerical results
Example 1. Consider the $2 \times 2$ matrix differential Riccati equations (1):

$$X'(t) = A_{21}(t) + A_{22}(t)X(t) - X(t)A_{11}(t) - X(t)A_{12}(t)X(t),$$
$$X(0) = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix},$$

(13)

where $A_{21}(t) = \begin{bmatrix} e^t & e^t(t + 2) \\ 0 & -t(t - 1)e^{-t} \end{bmatrix}$, $A_{12}(t) = \begin{bmatrix} t & 0 \\ 0 & e^t \end{bmatrix}$, $A_{11}(t) = \begin{bmatrix} e^t & 0 \\ 0 & t \end{bmatrix}$, $A_{22}(t) = \begin{bmatrix} t & 0 \\ 0 & t^2 \end{bmatrix}$.

By applying matrix differential transform method on Eq. (13), for $k = 0, 1, 2, ..., N$, we get

$$(k + 1)X(k + 1) = A_{21}(k) + A_{22}(k) \otimes X(k) - X(k) \otimes A_{11}(k) - X(k) \otimes A_{12}(k) \otimes X(k),$$
$$X(0) = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}.$$  (14)

where $X(k), A_{21}(k), A_{22}(k), A_{11}(k)$ and $A_{12}(k)$ are the matrix differential transformation of $X(t)$, $A_{21}(t)$, $A_{22}(t)$, $A_{11}(t)$ and $A_{12}(t)$, respectively.

By using the differential transform operator listed on Theorems 1-5, we can rewrite Eq. (14) in to

$$X(k+1) = \frac{1}{(k+1)} \left\{ A_{21}(k) + \sum_{l=0}^{k} A_{22}(l)X(k-l) - \sum_{l=0}^{k} X(l)A_{11}(k-l) - \sum_{l=0}^{k} \left( \sum_{r=0}^{l} X(r)A_{12}(l-r) \right)X(k-l) \right\},$$  (15)

From matrix functions $A(t)$, $B(t)$ and $C(t)$, and using the concept of differential transformation operator, we get

$$A_{21}(t) = \sum_{k=0}^{\infty} A_{21}(k)t^k = \begin{bmatrix} 1 & 2 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} 1 & 3 \\ 0 & 1 \end{bmatrix}t + \begin{bmatrix} \frac{1}{2} & 2 \\ 0 & -2 \end{bmatrix}t^2 + \begin{bmatrix} \frac{1}{6} & 8 \\ 0 & -6 \end{bmatrix}t^3 + ...,$$

$$A_{12}(t) = \sum_{k=0}^{\infty} A_{12}(k)t^k = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} + \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}t + \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}t^2 + \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}t^3 + ...,$$

$$A_{11}(t) = \sum_{k=0}^{\infty} A_{11}(k)t^k = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}t + \begin{bmatrix} \frac{1}{2} & 0 \\ 0 & 0 \end{bmatrix}t^2 + \begin{bmatrix} \frac{1}{6} & 0 \\ 0 & 0 \end{bmatrix}t^3 + ...,$$

and

$$A_{22}(t) = \sum_{k=0}^{\infty} A_{22}(k)t^k = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}t + \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}t^2 + \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}t^3 + ...,$$
From Eqs. (15), and by taking $N = 3$, the following system for $k = 0, 1, 2, 3$, is obtained:

\[
X(1) = A_{21}(0) + A_{22}(0)X(0) - X(0)A_{11}(0) - X(0)A_{12}(0)X(0) = \begin{bmatrix} 0 & 1 \\ 0 & -1 \end{bmatrix},
\]
\[
X(2) = \frac{1}{3}A_{21}(1) + \frac{1}{3}A_{22}(1)X(0) + \frac{1}{3}A_{22}(0)X(1) - \frac{1}{3}X(1)A_{11}(0) - \frac{1}{3}X(1)A_{12}(0)X(0) = \begin{bmatrix} 0 & \frac{1}{2} \\ 0 & \frac{1}{2} \end{bmatrix},
\]
\[
X(3) = \frac{1}{3}A_{21}(2) + \frac{1}{3}A_{22}(2)X(0) + \frac{1}{3}A_{22}(1)X(1) + \frac{1}{3}A_{22}(0)X(2) - \frac{1}{3}X(2)A_{11}(0) - \frac{1}{3}X(2)A_{12}(0)X(0) - \frac{1}{3}X(1)A_{11}(1) - \frac{1}{3}X(0)A_{11}(2) - \frac{1}{3}X(0)A_{12}(0)X(2) - \frac{1}{3}X(0)A_{12}(1)X(1) = \begin{bmatrix} 0 & \frac{1}{2} \\ 0 & -\frac{1}{2} \end{bmatrix},
\]
\[
X(4) = \frac{1}{3}A_{21}(3) + \frac{1}{3}A_{22}(3)X(0) + \frac{1}{3}A_{22}(2)X(1) + \frac{1}{3}A_{22}(1)X(2) + \frac{1}{3}A_{22}(0)X(3) - \frac{1}{3}X(3)A_{11}(0) - \frac{1}{3}X(2)A_{11}(1) - \frac{1}{3}X(1)A_{11}(2) - \frac{1}{3}X(0)A_{11}(3) - \frac{1}{3}X(0)A_{12}(0)X(3) - \frac{1}{3}X(0)A_{12}(1)X(2) - \frac{1}{3}X(0)A_{12}(2)X(1) - \frac{1}{3}X(0)A_{12}(3)X(0) = \begin{bmatrix} 0 & \frac{1}{2} \\ 0 & \frac{1}{24} \end{bmatrix},
\]

By substituted of $X(\cdot)$ obtained from list (16) in (5), we get

\[
X(t) = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} + \begin{bmatrix} 0 & 1 \\ 0 & -1 \end{bmatrix}t + \begin{bmatrix} 0 & \frac{1}{2} \\ 0 & \frac{1}{2} \end{bmatrix}t^2 + \begin{bmatrix} 0 & \frac{1}{6} \\ 0 & -\frac{1}{6} \end{bmatrix}t^3 + \begin{bmatrix} 0 & \frac{1}{24} \\ 0 & \frac{1}{24} \end{bmatrix}t^4,
\]

Similarly, utilizing the recurrence relations in Eq. (15), $X(k)$ are obtained for $k = 0, 1, 2, ..., N$ and then, by using the inverse transformation rule in Eq. (5), the closed form of solution can be obtained

\[
X(t) = \begin{bmatrix} 1 & e^t \\ 0 & e^{-t} \end{bmatrix},
\]

which is exactly the same as the exact solution.

**Example 2.** Consider the $3 \times 2$ matrix differential Riccati equations (1):

\[
X'(t) = A_{21}(t) + A_{22}(t)X(t) - X(t)A_{12}(t)X(t),
\]

\[
X(0) = \begin{bmatrix} 0 & -1 \\ -1 & 1 \\ 0 & 1 \end{bmatrix},
\]

where

\[
A_{21}(t) = \begin{bmatrix} 0 & -t^2 + t^4 + 3t^2 \\ -t + 2t & -t^2 + t^4 + 2e^t + 1 \end{bmatrix}, A_{12}(t) = \begin{bmatrix} 0 & -1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & -1 \end{bmatrix}, A_{22}(t) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & -1 \end{bmatrix},
\]

Similar on previous Example, by applying matrix differential transform method on Eq. (17), for $k = 0, 1, 2, ..., N$, we get

\[
(k + 1)X(k + 1) = A_{21}(k) + A_{22}(k)\otimes X(k) - X(k)\otimes A_{12}(k)\otimes X(k),
\]

\[
X(0) = \begin{bmatrix} 0 & 1 \\ -1 & 1 \\ 0 & 1 \end{bmatrix},
\]

where $X(k), A_{21}(k), A_{22}(k)$ and $A_{12}(k)$ are the differential transform version of $X(t), A_{21}(t), A_{22}(t)$, and $A_{12}(t)$, respectively.
From Eqs.(18), and by taking $N = 3$, we get

$$X(1) = A_{21}(0) + A_{22}(0)X(0) - X(0)A_{12}(0)X(0) = \begin{bmatrix} 0 & 0 \\ 1 & 1 \\ 0 & 0 \end{bmatrix},$$

$$X(2) = \frac{1}{2}A_{21}(1) + \frac{1}{2}A_{22}(0)X(1) + \frac{1}{2}A_{22}(1)X(1) - X(0)A_{12}(0)X(1) - \frac{1}{2}X(0)A_{12}(1)X(1)$$

$$= \begin{bmatrix} 0 & 0 \\ 0 & \frac{1}{2} \\ 0 & 0 \end{bmatrix},$$

$$X(3) = \frac{1}{3}A_{21}(2) + \frac{1}{3}A_{22}(0)X(2) + \frac{1}{3}A_{22}(1)X(1) + \frac{1}{3}A_{22}(2)X(0) - \frac{2}{3}X(0)A_{12}(0)X(2)$$

$$- \frac{1}{3}X(0)A_{12}(1)X(1) - \frac{1}{3}X(1)A_{12}(0)X(1) - \frac{1}{3}X(0)A_{12}(2)X(0) = \begin{bmatrix} 0 & 0 \\ 0 & \frac{1}{6} \\ 0 & 0 \end{bmatrix},$$

$$X(4) = \frac{1}{4}A_{21}(3) + \frac{1}{4}A_{22}(0)X(3) + \frac{1}{4}A_{22}(1)X(2) + \frac{1}{4}A_{22}(2)X(1) + \frac{1}{4}A_{22}(3)X(0)$$

$$- \frac{3}{4}X(0)A_{12}(0)X(3) - \frac{3}{4}X(2)X(0)A_{12}(1) - \frac{3}{4}X(2)X(1)A_{12}(0) - \frac{3}{4}X(1)X(0)A_{12}(2)$$

$$- \frac{3}{4}X(1)A_{12}(1)X(1) - \frac{3}{4}X(0)A_{12}(3)X(0) = \begin{bmatrix} 0 & 0 \\ 0 & \frac{1}{24} \\ 0 & 0 \end{bmatrix},$$

...:

By substituted of $X(\cdot)$ obtained from list (19) in (5), we get

$$X(t) = \begin{bmatrix} 0 & -1 \\ -1 & 1 \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} t + \begin{bmatrix} 0 & 0 \\ 0 & \frac{1}{2} \end{bmatrix} t^2 + \begin{bmatrix} 0 & 0 \\ 0 & \frac{1}{6} \end{bmatrix} t^3 + \begin{bmatrix} 0 & 0 \\ 0 & \frac{1}{24} \end{bmatrix} t^4,$$

Similarly, utilizing the recurrence relations in Eq. (18), $X(k)$ are obtained for $k = 0, 1, 2, ..., N$ and then, by using the inverse transformation rule in Eq.(5), the closed form of solution can be obtained

$$X(t) = \begin{bmatrix} 0 & t^3 - 1 \\ t - 1 & e^t \\ 0 & 1 \end{bmatrix},$$

which is exactly the same as the exact solution.

**Example 3.** Consider the following time-varying second kind matrix differential Riccati equations:

$$X(t)X'(t) = C(t) + A(t)X(t) + X(t)B(t)X(t),$$

$$X(0) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},$$

(20)

where

$$A(t) = \begin{bmatrix} -te^{2t} & e^{-t} \\ 0 & -te^{4t} \end{bmatrix}, B(t) = \begin{bmatrix} 1 & 2te^{-t} - te^{-2t} \\ 0 & t \end{bmatrix}, C(t) = \begin{bmatrix} te^{3t} & 0 \\ 0 & -te^{4t} \end{bmatrix},$$

Similar on previous Examples, the matrix differential transform version of Eq. (20), for $k = 0, 1, 2, ..., N$, is

$$X(k) \otimes X'(k) = C(k) + A(k) \otimes X(k) + X(k) \otimes B(k) \otimes X(k),$$

$$X(0) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.$$
where $X(k), A(k), B(k)$ and $C(k)$ are the differential transform of $X(t), A(t), B(t)$ and $C(t)$, respectively, we can rewrite Eq.(21) in to
\begin{align}
\sum_{l=0}^{k}(k - l + 1)X(l)X(k - l + 1) - C(k) - \sum_{l=0}^{k}A(l)X(k - l) - \sum_{l=0}^{k}A(l)X(l - r)rX(k - l) &= 0, \tag{22}
\end{align}
by taking $N = 3$, the following system for $k = 0, 1, 2, 3$, is obtained:
\begin{align*}
X(0)X(1) - A(0)X(0) - X(0)B(0)X(0) - C(0) &= 0_{2 \times 2}, \\
X(1)^2 + 2X(0)X(2) - A(1)X(0) - A(0)X(1) - [X(1)B(0) + X(0)B(1)]X(0) - X(0)B(0)X(1) - C(1) &= 0_{2 \times 2}, \\
3X(2)X(1) + 3X(0)X(3) - A(2)X(0) - A(1)X(1) - A(0)X(2) - [X(2)B(0) + X(1)B(1) + X(0)B(2)]X(0) - X(0)B(0)X(1) - C(2) &= 0_{2 \times 2}, \\
4X(3)X(1) + 2X(2)^2 + 4X(0)X(4) - A(3)X(0) - A(2)X(1) - A(1)X(2) - A(0)X(3) - [X(3)B(0) + X(2)B(1) + X(1)B(2) + X(0)B(3)]X(0) - X(0)B(0)X(1) - X(0)B(0)X(2) - C(3) &= 0_{2 \times 2},
\end{align*}

Solving the above system and using the inverse transformation rule (5), we get the following series solution
\begin{align*}
X(t) &= \left[ \begin{array}{cc}
1 & 0 \\
0 & 1 \\
\end{array} \right] + \left[ \begin{array}{cc}
0 & 1 \\
0 & 2 \\
\end{array} \right] t + \left[ \begin{array}{cc}
\frac{1}{2} & 0 \\
0 & \frac{2}{3} \\
\end{array} \right] t^2 + \left[ \begin{array}{cc}
\frac{1}{6} & 0 \\
0 & \frac{2}{3} \\
\end{array} \right] t^3 + \left[ \begin{array}{cc}
\frac{1}{24} & 0 \\
0 & \frac{2}{3} \\
\end{array} \right] t^4,
\end{align*}

Similarly, utilizing the recurrence relations in Eq.(22), $X(k)$ are obtained for $k = 0, 1, 2, ..., N$ and then, by using the inverse transformation rule in Eq.(5), the closed form of solution can be obtained
\begin{align*}
X(t) &= \left[ \begin{array}{cc}
e^t & t \\
0 & e^{2t} \\
\end{array} \right],
\end{align*}

which is exactly the same as the exact solution.

**Example 4.** In the end example, consider the following time-varying second kind matrix differential Riccati equations:
\begin{align}
[S(t) + X(t)]X'(t) &= D(t) + A(t)X(t) - X(t)B(t) + X(t)C(t)X(t), \\
X(0) &= \left[ \begin{array}{cc}
0 & 1 \\
-1 & 0 \\
\end{array} \right], \tag{24}
\end{align}
where
\begin{align*}
A(t) &= \left[ \begin{array}{cc}
e^{-t} & 1 \\
-1 & e^{-t} \\
\end{array} \right], B(t) = \left[ \begin{array}{cc}
e^{-t} & -e^t \\
e^{-t} & e^t \\
\end{array} \right], C(t) = \left[ \begin{array}{cc}
1 & t \\
1 & 1 \\
\end{array} \right],
\end{align*}
and
\begin{align*}
D(t) &= \left[ \begin{array}{cc}
3 + 2e^t - 2te^t & t - e^{2t} \\
-t - e^{-t} & -1 + t^2 \\
\end{array} \right], S(t) = \left[ \begin{array}{cc}
1 & t \\
t - e^{-t} & t^3 - 2t^2 \\
\end{array} \right].
\end{align*}
Similar on previous Examples, by applying matrix differential transform method on Eq. (24), for \( k = 0, 1, 2, \ldots, N \), we get

\[
[S(k) + X(k)] \otimes X'(k) = D(k) + A(k) \otimes X(k) - X(k) \otimes B(k) + X(k) \otimes C(k) \otimes X(k),
\]

\[
X(0) = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix},
\]

where \( X(k), A(k), B(k), C(k), D(k) \) and \( S(k) \) are the differential transform version of \( X(t), A(t), B(t), C(t), D(t) \) and \( S(t) \), respectively.

By using the differential transform operator listed on Theorems (1)-(5), we can rewrite Eq. (25) in to

\[
\sum_{l=0}^{k} (k-l+1) \left[ S(l) + X(l) \right] X(k-l+1) - D(k) - \sum_{l=0}^{k} A(l)X(k-l) \\
+ \sum_{l=0}^{k} X(l)B(k-l) - \sum_{r=0}^{l} \left[ \sum_{r=0}^{l} X(r)C(l-r) \right] X(k-l) = 0_{2 \times 2},
\]

From Eq. (26), and by taking \( N = 3 \), the following system for \( k = 0, 1, 2, 3 \), is obtained:

\[
[S(0) + X(0)]X(1) - A(0)X(0) + X(0)B(0) - X(0)C(0)X(0) = 0_{2 \times 2},
\]

\[
[S(1) + X(1)]X(1) + 2[S(0) + X(0)]X(2) - A(1)X(0) - A(0)X(1) + X(1)B(0) + X(0)B(1) - [X(1)C(0) + X(0)C(1)]X(0) - X(0)C(0)X(1) = 0_{2 \times 2},
\]

\[
[S(2) + X(2)]X(1) + 2[S(1) + X(1)]X(2) + 3[S(0) + X(0)]X(3) - A(2)X(0) - A(1)X(1) - A(0)X(2) + X(2)B(0) + X(1)B(1) + X(0)B(2) - [X(2)C(0) + X(1)C(1) + X(0)C(2)]X(0) - [X(1)C(0) + X(0)C(1)]X(1) - X(0)C(0)X(2) = 0_{2 \times 2},
\]

\[
[S(3) + X(3)]X(1) + 2[S(2) + X(2)]X(2) + 3[S(1) + X(1)]X(3) + 4[S(0) + X(0)]X(4) - A(3)X(0) - A(2)X(1) - A(1)X(2) - A(0)X(3) + X(3)B(0) + X(2)B(1) + X(1)B(2) + X(0)B(3) - [X(3)C(0) + X(2)C(1) + X(1)C(2) + X(0)C(3)]X(0) - [X(2)C(0) + X(1)C(1) + X(0)C(2)]X(1) - [X(1)C(0) + X(0)C(1)]X(2) - X(0)C(0)X(3) = 0_{2 \times 2},
\]

\[
\vdots
\]

Solving the above system and using the inverse transformation rule (5), we get the following series solution

\[
X(t) = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} t + \begin{bmatrix} 0 & \frac{1}{2} \\ 1 & 0 \end{bmatrix} t^2 + \begin{bmatrix} 0 & \frac{1}{6} \\ 0 & 0 \end{bmatrix} t^3 + \begin{bmatrix} 0 & \frac{1}{24} \\ 0 & 0 \end{bmatrix} t^4.
\]

Similarly, utilizing the recurrence relations in Eq. (26), \( X(k) \) are obtained for \( k = 0, 1, 2, \ldots, N \) and then, by using the inverse transformation rule in Eq. (5), the closed form of solution can be obtained

\[
X(t) = \begin{bmatrix} t \\ t-1 \end{bmatrix} e^t - \begin{bmatrix} t \\ t-1 \end{bmatrix}.
\]

which is exactly the same as the exact solution.
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