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Abstract. The general number field sieve (GNFS) is asymptotically the fastest known factoring algorithm. One of the most important steps of GNFS is to select a good polynomial pair. A standard way of polynomial selection (being used in factoring RSA challenge numbers) is to select a nonlinear polynomial for algebraic sieving and a linear polynomial for rational sieving. There is another method called a nonlinear method which selects two polynomials of the same degree greater than one. In this paper, we generalize Montgomery’s method [12] using geometric progression (GP) (mod N) to construct a pair of nonlinear polynomials. We also introduce GP of length \( d + k \) with \( 1 \leq k \leq d - 1 \) and show that we can construct polynomials of degree \( d \) having common root (mod \( N \)), where the number of such polynomials and the size of the coefficients can be precisely determined.

1. Introduction

The number field sieve (NFS) [6, 10] is asymptotically the fastest known factoring algorithm for given composite integer \( N \). One of the most exciting news on this topic is the factorization of RSA-768 by the collaboration of Kleinjung and many other researchers [9] using the technique of the general number field sieve (GNFS). Almost all of the factored RSA numbers with 100 digit size or more were tackled by using NFS algorithm so far. Recently the polynomial selection step of NFS is being studied widely since a good polynomial pair greatly reduces the entire running time of NFS algorithm.

Among several polynomial selection methods for NFS being proposed so far, the base-\( m \) method is one of the most standard ones. Murphy [13] proposed an improvement of the base-\( m \) method by refining the notion of polynomial yield. Murphy’s method focuses on root property, which is a measurement of the efficiency of polynomial pair having roots modulo small primes. Kleinjung [8]
proposed an improvement of Murphy’s method to nonmonic linear polynomials. Both Murphy’s and Kleinjung’s methods were used on factorization of many RSA challenge numbers. We call all these polynomial selection methods linear method since it selects a nonlinear polynomial for algebraic sieving and a linear polynomial for rational sieving.

A nonlinear method refers the method of choosing two nonlinear polynomials (of degree $\geq 2$) having a common zero $\mod N$. Several researchers focus on nonlinear polynomial selection methods. Montgomery [12] showed that one can find two nonlinear polynomials of degree $d$ and size $O(N^{1/2d})$ having common root $\mod N$ if and only if one can find a geometric progression (GP) $\mod N$ of length $2d - 1$ and size $O(N^{1 - 1/d})$. Montgomery succeeded in finding such GP $\mod N$ when $d = 2$ but the case $d \geq 3$ is still unresolved. The quadratic method ($d = 2$) is not competitive to linear method when the integer $N$ is over 120 digits [13]. Prest and Zimmermann [15], and also Williams [17] proposed other nonlinear polynomial selection methods using GP $\mod N$ of length $d + 1$, however these methods produce polynomials which have larger coefficients than the optimal bound $O(N^{1/2d})$ expected from Montgomery’s method.

In this paper, we propose a polynomial selection method using a GP of length $d + k$ with $1 \leq k \leq d - 1$ which generalizes Montgomery’s method of GP with length $2d - 1$ (i.e., $k = d - 1$). Natural implication of our result is that one can generate polynomials with different degrees $d$ for all $\frac{3}{2} < d < l$ having common root $\mod N$ from a GP of fixed length $l$. We also introduce a method of finding a GP of $(d + 1)$-term with size $O(N^{1 - 1/d})$ and show that the proposed method has more flexibility than the usual base-$m$ method. GP with length $d + 2$ and size $O(N^{1 - 1/d})$ is difficult to find in general but we show that such GP can be found under certain conditions. We apply our result to construct explicit cubic polynomials having common roots $\mod N$.

The remaining part of this paper is organized as follows. We explain the existing polynomial selection methods in Section 2. We introduce an extension of Montgomery’s GP method and explain a generalized polynomial selection method given GP of arbitrary length in Section 3. We introduce new classes of GP of length $d + 1$ and $d + 2$ and give examples of corresponding nonlinear polynomials in Section 4. Finally we give conclusive remarks in Section 5.

2. Existing polynomial selection methods

2.1. Linear polynomial selection method

2.1.1. Base-$m$ method. Let $N^{1/(d+1)} < m \leq N^{1/d}$ and let $N = \sum_{i=0}^{d} a_i m^i$ ($0 \leq a_i < m$) be the base $m$-expansion of $N$. Then

$$f(x) = a_dx^d + a_{d-1}x^{d-1} + \cdots + a_0, \quad g(x) = x - m$$

are two polynomials having common root $m \mod N$. There are other improvements to reduce the size of coefficients of $f$ with the property $f(m) \equiv 0$
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$\mod N)$ being preserved. For example, if $a_i > m/2$, then the substitution

$$a_i \leftarrow a_i - m \text{ and } a_{i+1} \leftarrow a_{i+1} + 1,$$

makes $|a_i| < m/2$ for every $i$. For more detail, refer [10, 13].

2.1.2. Murphy’s method. Murphy’s method [13] is an improvement of the base-
m method to generate skewed polynomials having good root property using
rotations and translations. For given polynomial pair $(f(x), g(x))$ with common
root $m$ $(\mod N)$, rotation by $r(x)$ refers another polynomial pair $(f(x) +
r(x)g(x), g(x))$. Also translation by $t$ refers a polynomial pair $(f(x-t), g(x-t))$
having common root $m + t$ $(\mod N)$.

The root property measures the smoothness of given polynomial, i.e., it tells
how many roots the polynomial has modulo small primes. To measure the root
property of a polynomial $f$, one defines

$$\alpha(f) = \sum_{p \leq B} (1 - q_p) \frac{\log p}{p-1},$$

where $B$ is the given bound and $q_p$ is the number of root of $f(x) \equiv 0$ $(\mod p)$.
Sufficiently many zeros of $f$ $(\mod p)$ implies that one has negative $\alpha(f)$ with
larger absolute value. Similarly one can also define $\alpha$ value for a bivariate
homogeneous polynomial $F(x, y)$ with $f(x) = F(x, 1)$. In this case, projective
roots $p$ dividing the leading coefficient $a_d$ of $f$ should also be considered. That
is, if the leading coefficient of $f$ has many small prime factors, then $f$ may
have a good root property. Therefore one may select $m$ with $a_dm^d \leq N <
(a_d + 1)m^d$ with $a_d$ having many small prime factors. By using the techniques
of translation and rotation, one may generate skewed polynomials having good
root properties. In Murphy’s method, rotation by linear polynomial $r(x)$ was
used. Rotation by nonlinear polynomials using the Chinese remainder theorem
was proposed in [7].

2.1.3. Kleinjung’s method and improvements. Kleinjung [8] proposed an im-
provement of Murphy’s method to nonmonic linear $g$. This method first selects
a positive integer $a_d$ which has many small prime factors. Next, one chooses an
integer $p$ such that $a_dx^d \equiv N$ $(\mod p)$ is solvable. Now let $m$ be a solution
of $a_dx^d \equiv N$ $(\mod p)$ close to $\tilde{m} = (N/a_d)^{1/d}$. Then there is an expression

$$N = a_dm^d + a_{d-1}m^{d-1}p + \cdots + a_1mp^{d-1} + a_0p^d,$$

with $|a_{d-1}| < da_{d-1}m - \tilde{m} + p$ and $|a_i| < m + p$ for $i = 0, \ldots, d - 2$ (see Lemma
2.1 of [8]). Thus

$$f(x) = a_dx^d + a_{d-1}x^{d-1} + \cdots + a_0, \quad g(x) = px - m$$

is a polynomial pair having common root $p^{-1}m$ $(\mod N)$, where $a_{d-1}$ and
$a_{d-2}$ can be bounded in terms of $a_d, p$ and $m$. Considering plenty of optimal
triples $(a_d, p, m)$, Kleinjung found polynomial pairs with nonmonic $g$ having
better yields than that of Murphy’s method. This method was used for the factorization of RSA-768 [9].

Two methods which improve Kleinjung’s method are recently introduced in [2, 3]. In [3], Bai et al. focused on fast computation of $\alpha$ value in (1) and proposed a new method to compute $\alpha$ value of $f_{u,v} = f(x) + (ux + v)g(x)$ using root property of $f$ and applying Hensel’s Lemma. In [2], Bai et al. introduced a method to refine rotation and translation procedure. To get a better rotated polynomial, the authors used the LLL lattice reduction algorithm [11]. Combined with some resultant technique, they found a better polynomial pair than the previous proposed methods.

2.2. Nonlinear polynomial selection method

2.2.1. Montgomery’s method. Montgomery [12] proposed a nonlinear method which produces two polynomials of the same degree $d$ using a small GP (mod $N$). We say a sequence $\{c_i\}$ is a GP (mod $N$) if $c_{i+1} \equiv rc_i$ (mod $N$) for some fixed ratio $r$. If there exists a GP (mod $N$) of length $2d-1$ with $c_i = O(N^{1-1/d})$ written in vector notation as

$$\vec{c} = [c_0, c_1, \ldots, c_{2d-2}],$$

which is not a linear recurrence of order $d-1$ over $\mathbb{Q}$, then by looking at the two dimensional sublattice of $\mathbb{Z}^{d+1}$ which is orthogonal to $d-1$ vectors in $\mathbb{Z}^{d+1}$ spanned by

$$[c_0, c_1, \ldots, c_d], [c_1, c_2, \ldots, c_{d+1}], \ldots, [c_{d-2}, c_{d-1}, \ldots, c_{2d-2}],$$

one can construct two polynomials $f_1(x) = a_dx^d + a_{d-1}x^{d-1} + \cdots + a_0$ and $f_2(x) = b_dx^d + b_{d-1}x^{d-1} + \cdots + b_0$ of degree $d$ with common root $r$ (mod $N$), where $r$ is the geometric ratio of GP $\vec{c}$ and the coefficients of $f_1$ and $f_2$ are of $O(N^{1/2d})$.

At this moment, it is still an open problem whether one can find such GP (mod $N$) with length $2d-1$ and size $c_i = O(N^{1-1/d})$ for general $d$. However, when $d = 2$, Montgomery presented a GP (mod $N$) satisfying the above conditions. That is, letting $p$ be a prime satisfying

(i) $p < \sqrt{N}$,
(ii) $\left(\frac{N}{p}\right) = 1$.

Montgomery finds a solution $c_1$ of $x^2 \equiv N$ (mod $p$) with $|c_1 - \sqrt{N}| \leq p/2$, and thus

$$[c_0, c_1, c_2] = [p, c_1, (c_1^2 - N)/p]$$

is a desired GP (mod $N$) with ratio $r \equiv p^{-1}c_1$ (mod $N$). It seems difficult to extend the idea of Montgomery to general $d \geq 3$. A positive answer for the case $d = 3$ would imply that we may replace the sieving polynomial pair $(f(x), l(x))$ with linear $l(x)$ and $\deg f = 5$ or 6 by two cubic polynomials. For details, refer [13].
2.2.2. The method of Prest and Zimmermann. According to Montgomery’s idea, we need a GP (mod \(N\)) with length \(2d-1\) and size \(O(N^{1-1/d})\) to generate two polynomials of degree \(d\) with common root (mod \(N\)) and coefficients of \(O(N^{1/2d})\). In the case that we have only \((d+1)\)-term of GP, we may still generate two polynomials of degree \(d\) with common root (mod \(N\)). Williams [17] showed that a GP of length 4 (i.e., \(d = 3\)) of size \(O(N^{2/3})\) gives two cubic polynomials having common root (mod \(N\)) with coefficients \(O(N^{2/9})\). Therefore the resultant of two polynomials is \(O(N^{4/3})\), while \(O(N)\) is the optimal resultant size expected from two polynomials with coefficients \(O(N^{1/2d})\). Prest and Zimmermann [15] considered the case of arbitrary degree to generate skewed polynomials. Choosing a GP of the form \([1, m, \ldots, m^{d-1}, m^d - N]\) with \(m\) near \(N^{1/d}\), and applying LLL algorithm [11] on the lattice spanned by the column vectors of the following matrix

\[
\begin{pmatrix}
m & \cdots & m^{d-1} & m^d - N \\
s & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & s^{d-1} & 0 \\
0 & \cdots & 0 & s^d
\end{pmatrix},
\]

where \(s\) is the skewness parameter, they get two short vectors of the form

\[
\begin{pmatrix}
-a_0 \\
a_1s \\
\vdots \\
a_ds^d
\end{pmatrix}.
\]

Thus the polynomials \(a_0 + \cdots + a_dx^d\) have \(m\) as a common root (mod \(N\)). They showed that, by selecting \(s = O(N^{\frac{a^2 - a + 2}{2\sqrt{a^3 - a + 2}}})\), the skewed polynomials have medium coefficients of size \(O(N^{\frac{a^2 - a + 2}{2\sqrt{a^3 + a + 2}}})\) and resultant of size \(O(N^{\frac{3a^2 + 4a + 3}{4a + 2}})\). When \(d = 3\), this method gives two cubic polynomials whose resultant is of \(O(N^{5/4})\) and medium coefficients of \(O(N^{5/24})\).

2.2.3. Coxon’s analysis of Montgomery’s method. In [5], Coxon focused on two subjects from Montgomery’s method. Coxon considered the idea of finding a GP from a given NFS polynomial pair. For a given polynomial pair \(f_1, f_2\) with \(2 \leq \deg f_2 \leq t \leq \deg f_1\), define the matrix of size \((\deg f_1 + t - 2) \times (\deg f_1 + t - 1)\) by

\[
S_t(f_1, f_2) = \begin{pmatrix}
\text{coeff}(x^{t-2} f_1) \\
\vdots \\
\text{coeff}(f_1) \\
\text{coeff}(x^{\deg f_1 - 2} f_2) \\
\vdots \\
\text{coeff}(f_2)
\end{pmatrix},
\]
where \( \text{coeff} \left( \sum_{i=0}^{\deg f_1+t-2} a_i x^i \right) = (a_{\deg f_1+t-2}, \ldots, a_0) \).

By defining \( M_{t,i} \) be \((-1)^{i+1}\) times the determinant of the submatrix of \( S_t(f_1, f_2) \) obtained by removing its \( i \)th column, and letting

\[
c_t(f_1, f_2) = (M_{t,1}(f_1, f_2), \ldots, M_{t,\deg f_1+t-1}(f_1, f_2)).
\]

Coxon showed that \( c_t(f_1, f_2) \) is a GP which can be used to find NFS polynomial pair for each \( \deg f_2 \leq t \leq \deg f_1 \). Also, for a given polynomial pair \( f_1 \) and \( f_2 \), Coxon obtained an upper bound and a lower bound for the skewed 2-norm of \( f_1 \) and \( f_2 \). For detail results and proofs, refer Section 5 of [5].

3. Polynomial selections from GP of length \( d + k \)

To find a pair of nonlinear sieving polynomials, Montgomery [12] considers GP (mod \( N \)) \( \vec{c} = [c_0, c_1, \ldots, c_{2d-2}] \) with length \( 2d - 1 \) and size \( c_i = O(N^{1-1/d}) \). On the other hand, Prest and Zimmermann [15] consider \( \vec{c} = [c_0, c_1, \ldots, c_d] \) with length \( d + 1 \) and size \( c_i = O(N^{1-1/d}) \). Finding GP (mod \( N \)) with length \( d + 1 \) and size \( c_i = O(N^{1-1/d}) \) is relatively easy because, letting \( c_0 = \lfloor N^{1/d} \rfloor + j \) for small \( j \) and \( c_i \equiv c_0^i \) (mod \( N \)), one gets \( c_i = O(N^{1-1/d}) \). However, it is not clear how one can find a GP (mod \( N \)) with bounded size for general length \( d + k \)

\[
\vec{c} = [c_0, c_1, \ldots, c_{d+k-1}].
\]

The most desirable case is \( k = d - 1 \) so that we have a GP of length \( 2d - 1 \) and can find two independent polynomials of degree \( d \) having common root (mod \( N \)).

It should be mentioned that finding GP even in the cases \( k = 2, 3, \ldots, d - 2 \) satisfying suitable size property is supposed to be a difficult problem. Moreover, for given GP of length \( d + k \), we may find more than two polynomials having common roots (mod \( N \)), and the size of the coefficients of such polynomials are determined by the size of \( \vec{c} \). Our aim is to generalize the idea of Montgomery to the case of GP \( \vec{c} \) (mod \( N \)) of arbitrary length \( d + k \) and also to provide an unified approach for the polynomials of degree \( d \) having common roots (mod \( N \)) arising from a GP \( \vec{c} \) of variable length such as \( d + 1 \) [15, 17] and \( 2d - 1 \) [12]. Moreover, we will clarify the relations between the polynomials of different degree \( d \) having common root (mod \( N \)) for given GP \( \vec{c} \) of fixed length. As an example, we will show that, for given 5-term GP of size \( O(N^{2/3}) \), we may generate 2 cubic polynomials and 4 polynomials of degree 4, all having coefficients of size \( O(N^{1/6}) \) and the same common root (mod \( N \)). To summarize the raised questions:

- How many independent polynomials we may generate for given GP of fixed length?
- What are the possible degrees of such polynomials?
• How the size of the coefficients of such polynomials is related to the size of the given GP?

We will answer all the above questions in the following theorem below. For given polynomial \( f(x) = \sum a_i x^i \), let us define the norm of \( f \) as \( \|f\| = \sqrt{\sum a_i^2} \).

**Theorem 1.** Let \( d \) and \( k \) be integers with \( d \geq 2 \) and \( 1 \leq k \leq d - 1 \). Suppose that \( \vec{c} = [c_0, c_1, \ldots, c_{d+k-1}] \) is a GP (mod \( N \)) with ratio \( r \) and length \( d + k \) such that the \( k \) vectors \([c_0, \ldots, c_d], [c_1, \ldots, c_{d+1}], \ldots, [c_{k-1}, \ldots, c_{d+k-1}] \in \mathbb{Z}^{d+1} \) are linearly independent over \( \mathbb{Q} \). Then we may generate \( d - k + 1 \) polynomials \( f_i \) of degree at most \( d \) having common root \( r \) (mod \( N \)) satisfying

\[
\|f_1\| \cdot \|f_2\| \cdots \|f_{d-k+1}\| = O \left( \frac{||\vec{c}||^k}{N^{k-1}} \right).
\]

**Proof.** Let \( \Lambda \) be the lattice in \( \mathbb{Z}^{d+1} \) spanned by the following \( k \) independent vectors

\[
\vec{v}_0 = [c_0, \ldots, c_d], \quad \vec{v}_1 = [c_1, \ldots, c_{d+1}], \ldots, \quad \vec{v}_{k-1} = [c_{k-1}, \ldots, c_{d+k-1}],
\]

obtained from \( d + 1 \) consecutive terms of \( \vec{c} \). Define \( \Omega \) to be the lattice in \( \mathbb{Z}^{d+k+1} \) spanned by the column vectors of the following \((d + k + 1) \times (d + 1)\) matrix

\[
\begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
Kc_0 & Kc_1 & \cdots & Kc_d \\
Kc_1 & Kc_2 & \cdots & Kc_{d+1} \\
\vdots & \vdots & \ddots & \vdots \\
Kc_{k-1} & Kc_k & \cdots & Kc_{d+k-1}
\end{pmatrix},
\]

where \( K \) is a constant. Then Theorem 4 of [14] says that, if \( \{\vec{x}_1, \ldots, \vec{x}_{d+1}\} \) is an LLL-reduced basis of \( \Omega \) and if one chooses \( K \) sufficiently large, then \( \{\vec{x}_1, \ldots, \vec{x}_{d-k+1}\} \) is an LLL-reduced basis for \( \Lambda^\perp \), where \( \vec{x}_i \in \mathbb{Z}^{d+1} \) is the vector obtained by taking the first \((d+1)\)-terms of \( \vec{v}_i \) and \( \Lambda^\perp \) is the orthogonal lattice of \( \Lambda \). In [14], one may choose \( K > 2^{\frac{d}{2} + \frac{(d+1-k)(d+k)}{2}} \text{vol}(\Lambda) \), where \( \text{vol}(\Lambda) = \text{span}_{\mathbb{Q}}(\Lambda) \cap \mathbb{Z}^{d+1} \) is the complete lattice of \( \Lambda \). Since one has \( 2^{\frac{d}{2} + \frac{(d+1-k)(d+k)}{2}} \text{vol}(\Lambda) \geq 2^{\frac{d}{2} + \frac{(d-k)(d+k)}{2}} \text{vol}(\Lambda) \), one can also choose \( K > 2^{\frac{d}{2} + \frac{(d-k)(d+k)}{2}} \text{vol}(\Lambda) \).

Therefore \( \vec{x}_i = (a_0, a_1, \ldots, a_d) \in \Lambda^\perp \) satisfies

\[
0 = a_0 c_0 + a_1 c_1 + \cdots + a_d c_d \equiv a_0 + a_1 r + a_2 r^2 + \cdots + a_d r^d \quad (\text{mod } N),
\]

where \( r \equiv c_0^{-1} c_1 \) (mod \( N \)), which implies that \( \vec{x}_i \) corresponds to a polynomial \( f_i(x) = a_0 + a_1 x + \cdots + a_d x^d \) with degree at most \( d \). Hence we may consider \( \{f_1, f_2, \ldots, f_{d-k+1}\} \) is a basis for \( \Lambda^\perp \) over \( \mathbb{Q} \) of dimension \( d + 1 - k \). A standard
result of LLL-reduced basis says that
\[
\text{vol}(\Lambda^\perp) \leq \prod_{i=1}^{d-k+1} ||f_i|| \leq 2^{\frac{(d-k+1)(d-k)}{4}} \text{vol}(\Lambda^\perp),
\]
where \(\text{vol}(\Lambda^\perp) = \text{vol}(\Lambda)\). Therefore, to estimate the size of \(f_i\), we need to estimate the volume of \(\Lambda^\perp\). Observe that \(\vec{y} \in \mathbb{Z}^{d+1}\) is orthogonal to the vectors \(\vec{v}_0, \vec{v}_1, \ldots, \vec{v}_{k-1}\) defined in (4) if and only if it is orthogonal to the lattice \(\Lambda'\) spanned by
\[
\vec{v}_0, \quad \frac{\vec{v}_1 - r\vec{v}_0}{N}, \quad \frac{\vec{v}_2 - r\vec{v}_1}{N}, \quad \ldots, \quad \frac{\vec{v}_{k-1} - r\vec{v}_{k-2}}{N},
\]
where \(r\) is the geometric ratio of GP \(\vec{c}\). Since
\[
\text{vol}(\Lambda^\perp) = \text{vol}((\Lambda')^\perp) = \text{vol}(\Lambda') \leq \text{vol}(\Lambda'),
\]
to estimate the volume of \(\Lambda^\perp\), we need to compute \(\text{vol}(\Lambda') = \sqrt{\text{det}(A^T A)}\) where \(A\) is the \(k \times k\) matrix with each column written as
\[
\vec{v}_0, \quad \frac{\vec{v}_1 - r\vec{v}_0}{N}, \quad \frac{\vec{v}_2 - r\vec{v}_1}{N}, \quad \ldots, \quad \frac{\vec{v}_{k-1} - r\vec{v}_{k-2}}{N}.
\]
Now
\[
\text{det}(A^T A)
= \begin{vmatrix}
\vec{v}_0 & \vec{v}_1 - r\vec{v}_0 & \ldots & \vec{v}_{k-1} - r\vec{v}_{k-2} \\
\frac{\vec{v}_1 - r\vec{v}_0}{N} & \vec{v}_1 - r\vec{v}_0 & \ldots & \vec{v}_{k-1} - r\vec{v}_{k-2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\vec{v}_{k-1} - r\vec{v}_{k-2}}{N} & \frac{\vec{v}_{k-2} - r\vec{v}_{k-1}}{N} & \ldots & \vec{v}_0 - r\vec{v}_{k-1}
\end{vmatrix}
= \frac{1}{N^{2k-1}} \text{det}(B^T B),
\]
where \(B\) is the matrix with each column vector written as \(\vec{v}_0, \vec{v}_1 - r\vec{v}_0, \vec{v}_2 - r\vec{v}_1, \ldots, \vec{v}_{k-1} - r\vec{v}_{k-2}\). Since the base change matrix between the following two bases for \(Q^{d+1}\),
\[
\{\vec{v}_0, \vec{v}_1, \vec{v}_2, \ldots, \vec{v}_{k-1}\},
\{\vec{v}_0, \vec{v}_1 - r\vec{v}_0, \vec{v}_2 - r\vec{v}_1, \ldots, \vec{v}_{k-1} - r\vec{v}_{k-2}\},
\]
is triangular and having 1 in all diagonal entries (in particular unimodular), they span the same lattice and thus we get \( \det(B^T B) = \det((\vec{v}_i \cdot \vec{v}_j)) = O(|\vec{c}|^{2d}) \). Consequently one gets

\[
\vol(\Lambda^\perp) \leq \vol(\Lambda') = O\left(\frac{|\vec{c}|^k}{\sqrt[4]{k-1}}\right),
\]

which completes the proof. \( \square \)

**Corollary 1.** With the same conditions in Theorem 1, suppose that \( k \) vectors \([c_0, c_1, \ldots, c_{d-1}], [c_1, c_2, \ldots, c_d], \ldots, [c_{k-1}, c_k, \ldots, c_{k+d-2}]\) of consecutive \( d \) terms are linearly independent over \( \mathbb{Q} \). Then we get at least one polynomial of degree \( d \) having \( r \) as a zero \((\mod N)\). Moreover if all \( f_i \) are

\[
O\left(\frac{|\vec{c}|^k}{\sqrt[4]{k-1}}\right)^{1/(d-k+1)},
\]

then we may choose all such polynomials having degree \( d \).

*Proof.* On the contrary, assume that all \( f_i \) found in Theorem 1 have degree \( < d \). This happens when the basis vectors \( \vec{x}_1, \ldots, \vec{x}_{d-k+1} \) for \( \Lambda^\perp \) have last coordinate 0 (i.e., \( \vec{x}_i = (a_0, a_1, \ldots, a_d, 0) \)). Then we may view \( \{\vec{x}_1, \ldots, \vec{x}_{d-k+1}\} \subset \mathbb{Z}^d \) which spans \( (d-k+1) \)-dimensional orthogonal subspace to \( k \) independent vectors \([c_i, c_i+1, \ldots, c_{i+d-1}] \) \((0 \leq i \leq k-1)\) in \( \mathbb{Z}^d \), which is absurd. For the second assertion, let \( f \in \{f_1, f_2, \ldots, f_{d-k+1}\} \) be a polynomial of degree \( d \). Then for any \( f_i \) with \( \deg f_i < d \), we may replace \( f_i \) by \( f_i + f \) so that the resulting polynomial has common root \( r \) \((\mod N)\) and the coefficients are of \( O\left(\frac{|\vec{c}|^k}{\sqrt[4]{k-1}}\right)^{1/(d-k+1)} \). \( \square \)

One can also think of the converse of Theorem 1 and it can be phrased as follows.

**Theorem 2.** Suppose \( 1 \leq k \leq d-1 \) and \( j = \lceil \frac{d-1}{k} \rceil + 1 \). Assume that there exist degree \( d \) polynomials \( g_1(x), \ldots, g_j(x) \in \mathbb{Z}[x] \) having common root \( r \) \((\mod N)\) such that \( g_1, \ldots, g_j \) are linearly independent over \( \mathbb{Q} \). Then one can find GP \( \vec{c} = [c_0, \ldots, c_{d+k-1}] \) \((\mod N)\) of length \( d + k \) and \( ||\vec{c}|| = O(||g||^{d+k-1}) \) where \( ||g|| = \max||g_i|| \).

*Proof.* The condition \( j = \lceil \frac{d-1}{k} \rceil + 1 \) implies \((j-1)k < d + k - 1 \leq jk\). One may consider \( (2d + 2k - 1) \times (d + k) \) matrix

\[
\mathcal{M} = \begin{pmatrix}
I_{d+k} \\
KG_1 \\
\vdots \\
KG_{j-1} \\
KG_j
\end{pmatrix},
\]
Proof. From Theorem 1, by letting \( d \) degree at most \( d \) submatrix spanned by the \( k \) row vectors in \( \mathbb{Z}^{d+k} \)

\[
\begin{bmatrix}
K_{d+1}, 0, \ldots, 0, [0, K_{d+1}, 0, \ldots, 0], \ldots, [0, \ldots, 0, K_{d+1}].
\end{bmatrix}
\]

The submatrix \( K_{G_j} \) is defined similarly but the number of cyclic shifts (i.e., the number of rows) is \( d+k-1-(j-1)k \). Now as in the case of the matrix in (5), one may think of LLL reduced basis of \( d+k \) column vectors of \( \mathcal{M} \). Theorem 4 in [14] again says that, if \( K \) is sufficiently large, we have one dimensional orthogonal lattice \( \overline{c} = [c_0, c_1, \ldots, c_{d+k-1}] \subset \mathbb{Z}^{d+k} \) to the lattice of dimension \( d+k-1 \) spanned by the row vectors of \( K_{G_1}, \ldots, K_{G_j} \). Since \( [1, r, r^2, \ldots, r^{d+k-1}] \) is also orthogonal to all the row vectors of \( K_{G_1}, \ldots, K_{G_j} \) (mod \( N \)), one finds that \( \overline{c} \) and \( [1, r, r^2, \ldots, r^{d+k-1}] \) spans the same space (mod \( N \)), and therefore the ratio of \( \overline{c} \) (mod \( N \)) is \( r \). Finally the volume of the lattice \( \overline{c} \) is bounded by the volume of the lattice spanned by the \( d+k-1 \) row vectors of \( K_{G_1}, \ldots, K_{G_j} \) and is of \( O(||g||^{d+k-1}) \).

\( \square \)

Remark 1. From Theorems 1 and 2, it is natural to expect \( j \leq d-k+1 \). Indeed, if \( j > d-k+1 \), then from \( d-k+2 \leq j < \frac{d+k}{2} \), we get \( (k-1)d < k^2 - 1 = (k-1)(k+1) \) and thus \( d < k+1 \) which is a contradiction.

The following corollary shows that, for given GP of fixed length \( l \), one can obtain several polynomials with similar size having common root (mod \( N \)) for various degrees \( d \) with \( \frac{d}{2} < d < l \), which implies the size of the coefficients depends on the length of GP not on the degree.

Corollary 2. Let \( \overline{c} \) be a GP (mod \( N \)) of \( l \)-term of size \( O(N^{\frac{d}{2}+1}) \) with \( d < l < 2d \) and \( 0 < \epsilon < \frac{d}{2} \). Then we may generate \( 2d-l+1 \) polynomials \( f_i \) with degree at most \( d \) such that

\[
\prod_{i=1}^{2d-l+1} ||f_i|| = O(N^{\frac{2d-l+1}{\epsilon} \cdot N^{(\epsilon-1)(l-d-1)}}).
\]

Proof. From Theorem 1, by letting \( l = d+k \),

\[
||f_1|| \cdot ||f_2|| \cdots ||f_{2d-l+1}|| = O \left( \frac{||\overline{c}||^{l-d}}{N^{l-d-1}} \right) = O \left( \frac{N^{\epsilon \frac{l-d}{2}}}{{N^{l-d-1}}} \cdot N^{(\epsilon-1)(l-d-1)} \right)
\]

\[
= O \left( N^{\epsilon \frac{l-d}{2}} \cdot N^{(\epsilon-1)(l-d-1)} \right).
\]

\( \square \)

Remark 2. Letting \( \epsilon = 1 \), one has

\[
\prod_{i=1}^{2d-l+1} ||f_i|| = O(N^{\frac{2d-l+1}{r+1}}).
\]
Moreover, if all \( f_i \) have roughly the same size, we get \( \|f_i\| = O(N^{l/4}) \). For example, if \( l = 2d - 1 \), we get two polynomials of degree at most \( d \) of size \( O(N^{l/4}) \) as expected in [12, 13]. The condition \( \|f_i\| = O(N^{l/4}) \) implies that the size of \( f_i \) does not depend on the degree \( \frac{1}{2} < d < l \) for fixed \( l \). For example, if we have a 5-term GP of \( O(N^{2/3}) \), then we may generate 2 polynomials of degree 3 for \( (d, k) = (3, 2) \), and also 4 polynomials of degree 4 for \( (d, k) = (4, 1) \), where all the coefficients are of \( O(N^{1/6}) \).

**Corollary 3.** With the same conditions in Theorem 1, suppose that \( r^{2d+2} - 1 \) is relatively prime to \( N \). Let \( h(x) \in \mathbb{Z}[x] \) be a polynomial of degree at most \( d \) such that \( h(r) \equiv 0 \pmod{N} \). Then there exist integers \( s_1, s_2, \ldots, s_{d-k+1} \) such that \( h(x) \equiv \sum_{i=1}^{d-k+1} s_i f_i(x) \pmod{N} \).

**Proof.** For any polynomial \( f(x) = \sum_{i=0}^{d} a_i x^i \) of degree at most \( d \), define a vector \( \vec{f} = [a_0, \ldots, a_d] \) in \( \mathbb{Z}^{d+1} \). Since \( \mathbb{Q}^{d+1} \) is spanned by the basis vectors, \( \vec{f}_1, \vec{f}_2, \ldots, \vec{f}_{d-k+1}, \vec{v}_0, \vec{v}_1, \ldots, \vec{v}_{k-1} \) where \( \vec{v}_i \) are defined in (4), we have

\[
\vec{h} = \sum_{i=1}^{d-k+1} s_i \vec{f}_i + \sum_{j=0}^{k-1} t_j \vec{v}_j
\]

for some \( s_i, t_j \) in \( \mathbb{Q} \). Now letting \( \vec{r} = [1, r, \ldots, r^d] \) and noticing the ratio of the GP \( \vec{c} = [c_0, \ldots, c_{d+k-1}] \pmod{N} \) is \( r \), we get

\[
\vec{v}_j = [c_j, c_{j+1}, \ldots, c_{d+j}] \equiv c_j \vec{r} \pmod{N}.
\]

Therefore

\[
0 \equiv h(r) \equiv \vec{h} \cdot \vec{r} \\
= \sum_{i=1}^{d-k+1} s_i f_i(r) + \sum_{j=0}^{k-1} t_j (\vec{v}_j \cdot \vec{r}) \equiv \sum_{j=0}^{k-1} t_j c_j (\vec{r} \cdot \vec{r}) \\
= \sum_{j=0}^{k-1} t_j c_j (1 + r^2 + r^4 + \ldots + r^{2d}) \equiv \frac{r^{2d+2} - 1}{r^2 - 1} \sum_{j=0}^{k-1} t_j c_j \pmod{N}.
\]

Since \( r^{2d+2} - 1 \) is relatively prime to \( N \), we get \( \sum_{j=0}^{k-1} t_j c_j \equiv 0 \pmod{N} \).

Consequently

\[
\vec{h} = \sum_{i=1}^{d-k+1} s_i \vec{f}_i + \sum_{j=0}^{k-1} t_j \vec{v}_j \equiv \sum_{i=1}^{d-k+1} s_i \vec{f}_i + \sum_{j=0}^{k-1} t_j c_j \vec{r} \\
\equiv \sum_{i=1}^{d-k+1} s_i \vec{f}_i + r \sum_{j=0}^{k-1} t_j c_j \equiv \sum_{i=1}^{d-k+1} s_i \vec{f}_i \pmod{N}.
\]

\[\square\]

**4. Constructing GP (mod \( N \))**

**4.1. GP (mod \( N \)) with length \( d + 1 \)**

As is mentioned in Section 2.1.1, one finds such GP by the base-\( m \) method with \( m = \lfloor N^{1/d} \rfloor + j \) for small \( j \) so that the base-\( m \) expansion of \( N, N = \]
\[ \sum_{i=0}^{d} a_i m^i, \]  gives a polynomial \( f(x) = \sum_{i=0}^{d} a_i x^i \) with \( f(m) \equiv 0 \pmod{N} \) and coefficients \( a_i = O(N^{\frac{d}{2}}) \). On the other hand, Theorem 1 says that we can find \( d \) such polynomials of degree \( d \) with coefficients \( O(N^{\frac{d}{2}}) \) having \( m \) as a common zero \( \pmod{N} \). It should be mentioned that \( d \) polynomials in Theorem 1 are obtained via LLL algorithm [11] not from the base-\( m \) method. Also since there are \( d \) polynomials, we have much freedom in manipulating those polynomials via rotations and translations to find optimal polynomials having good root property. By extending the idea of GP in (2) of Montgomery, we may generate GP \( \pmod{N} \) with length \( d + 1 \) as follows.

**Proposition 1.** Suppose \( p \) is a prime such that

(i) \( p < N^{1/d} \),
(ii) \( x^d \equiv N \pmod{p} \) is solvable.

Let \( r \) be a solution of \( x^d \equiv N \pmod{p} \) with \( |r - N^{1/d}| \leq \frac{1}{2} \). Then 

(7) \[ \vec{c} = [c_0, c_1, c_2, \ldots, c_d] = \left[ \frac{p^{d-1} - 1}{p}, \frac{p^{d-2} - 1}{p}, \ldots, \frac{p - 1}{p} \right] \]

is a \((d + 1)\)-term GP \( \pmod{N} \) of size \( O(N^{1-1/d}) \) with geometric ratio \( r^{p-1} \pmod{N} \). 

**Remark 3.** Heuristic argument tells that, for randomly chosen prime \( p \) with \( p \equiv 1 \pmod{d} \), the probability that \( N \) is a \( d \)-th power residue \( \pmod{p} \) is \( \frac{d}{2} \). Therefore we may generate plenty of \( p \) and \( r \) satisfying the conditions of the Proposition 1.

**Remark 4.** Letting \( p = 1 \), we get \( \vec{c} = [1, r, r^2, \ldots, r^d - N] \) which is exactly the base-\( m \) method. Thus the proposed method is a generalization of the base-\( m \) method and has more flexibility. Note that \( p \) in the proposition need not necessarily be a prime as long as the solutions of \( x^d \equiv N \pmod{p} \) are efficiently computable. One possible direction of this idea is to think of the solutions of \( x^d \equiv N \pmod{\prod p_i} \) using Chinese Remainder Theorem from the solutions of \( x^d \equiv N \pmod{p_i} \).

**Remark 5.** Another generalization of Proposition 1 is using \( kN \) in place of \( N \), where \( k \) is small and a product of small primes. Therefore if \( r \) is a solution of \( x^d \equiv kN \pmod{p} \), then the GP

(8) \[ \vec{c} = \left[ \frac{p^{d-1} - 1}{p}, \frac{p^{d-2} - 1}{p}, \ldots, \frac{p - 1}{p} \right] \]

produces polynomials \( f_i(x) \) such that \( f_i(p^{-1}r) \equiv 0 \pmod{kN} \), which implies that \( f_i(x) \equiv 0 \pmod{q} \) has a solution for all primes \( q \) dividing \( k \). In this way, one may find polynomials with good root properties. (See Example 2.)

Applying LLL algorithm on the \((d + 2) \times (d + 1)\) matrix in (5) with the GP in (7) or (8) gives \( d \) polynomials of degree \( d \) with coefficients size \( O(N^{(d-1)/d^2}) \) under the assumption of Corollary 1. All generated polynomials have \( p^{-1}r \) as a
common root (mod $N$) and the linear polynomial $px - r$ also has $p^{-1}r$ (mod $N$) as a root. We can also extend our idea to select skewed polynomials following the method in [15]. For given skewness $s$ and GP $\vec{c}$, applying LLL algorithm on the column vectors of

$$
\begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & s & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & s^d \\
Kc_0 & Kc_1 & \cdots & Kc_d
\end{pmatrix}
$$

(9)

gives $d$ skewed polynomials.

**Example 1.** Let $N = C59$

$$= 7164152076175143545513361647566709043406332228247871795429$$

and $d = 3$ as in [15]. We choose prime $p = 41532518328905334671$ near $N^{1/3}$. Then $x^3 - N \equiv 0 \pmod{p}$ has solution $r = 25417166874734771107$. Running LLL algorithm with the GP $\vec{c} = [p^2, pr, r^2, \frac{r^3 - N}{p}]$ gives 3 polynomials of degree 3 having common root $p^{-1}r$ (mod $N$):

$$f_1(x) = 2294658610753x^3 + 9597429436365x^2 - 1723025618025x - 771270274282,$$

$$f_2(x) = 11446806849070x^3 - 244248671393x^2 + 4093360192946x + 6409599094515,$$

$$f_3(x) = 5816639714842x^3 + 718509494635x^2 - 1376382724329x + 12637580760070.$$

Since $l(x) = px - r$ has the common root $p^{-1}r$ (mod $N$) also, using Corollary 3, we may express $l(x)$ as a linear combination

$$l(x) \equiv -232236f_1(x) + 1304425f_2(x) + 2658649f_3(x) \pmod{N}.$$

**Example 2.** Let $N, d$ be the same as in Example 1. We choose prime $p = 15712338827$ near $(210N)^{1/6}$. Then $x^3 \equiv 210N \pmod{p}$ has solution $r = 24686407793502193511$. Let $s = 5000 \approx N^{1/12}$ be the skewness parameter. Running LLL algorithm on the matrix (9) with $\vec{c} = [p^2, pr, r^2, \frac{r^3 - 210N}{p}]$ gives 3 skewed polynomials of degree 3 having common root $p^{-1}r$ (mod $N$):

$$f_1(x) = 115x^3 + 43124977x^2 + 1893281131859157x + 4083363045384283521,$$

$$f_2(x) = 100x^3 + 37499980x^2 + 1646332102153129x - 7182470305537674917,$$

$$f_3(x) = 2998982x^3 + 1127760117969x^2 + 374107139392334x.$$


The above polynomials have $\alpha(f_1) = -1.50$, $\alpha(f_2) = -1.96$, $\alpha(f_3) = -0.99$, of which two polynomials $f_1$ and $f_2$ have better $\alpha$-values than $\alpha(f) = -0.41$, $\alpha(g) = -0.65$ in page 9 of [15], where

$$f(x) = 42044x^3 - 58243x^2 + 216589713956652x + 309824665860518028,$$

$$g(x) = 189599x^3 - 26249x^2 - 1111514906243x - 3123165185295940301.$$

Moreover our resultant $\text{Res}(f_1, f_2) = -26250N = N^{1.075}$ is just 64-digits while $\text{Res}(f, g) = N^{1.22}$ in [15] is of 73 digits. Our resultant is 9-digits less than [15] and only 5-digits more than $N$.

Since we may try many possible candidates of $p$, $r$ and $k$ satisfying $r^d \equiv kN \pmod{p}$, it is a more flexible method than that of the base-$m$ method, so it is expected to get polynomials of better yields when combined with other techniques. In our implementations, we could generate plenty of examples of polynomial pairs with resultant of 65,66-digit range.

**Example 3.** Let $N=$RSA-768 [9, 16], a 232-digit integer. When we apply the method of [15], we could not get a pair of polynomials having resultant of size less than 289-digits in reasonable amount of time. However, using the GP in (7), one very often finds polynomial pairs having resultant in 282,283 digit range. For example, letting $p = 327337054627163072561124350630841970393$ and $r = 107149547334186904547233802738389639736188310547099810430580171279354053$ with $s = 4 \times 10^{18}$, LLL algorithm produces

$$f_1(x) = 178655088759073666x^3 + 969692933846221481203875687202415892x^2 + 325286138146957195998487754490458097396979093081174675563x + 1587759850600095667751005113243757201831496099947858430811320129764288127373,$$

$$f_2(x) = 893275443795368333x^3 + 4848464669173110740601937843601207946x^2 + 162643069073478598015610792976587203265451721856008322978x - 52780893740693122909576771060279490593904120044181344334499555225203495613340,$$

where the resultant of the two polynomials is of 282-digits.

To summarize, even if we cannot improve the asymptotic complexity of Prest and Zimmermann, we have more diverse output polynomials by using the GP in (7) or in (8).
4.2. GP (mod N) with length d + 2

We introduce a form of \((d + 2)\)-term GP (mod N) of size \(O(N^{1-1/d})\) which improves a GP introduced in Proposition 1.

**Proposition 2.** With the same conditions in Proposition 1, assume further \(N^{1/d} = O(p)\) and suppose that

\[
dr^{d-1} x \equiv -r^d - N \pmod{p}
\]

has a solution \(t = O(1)\). Then we can find a GP (mod N) with length \(d + 2\) and size \(O(N^{1-1/d})\).

**Proof.** Write \(r^* = r + tp\) where \(t\) is a solution of (10). By Hensel’s Lemma, \(r^*\) is a solution of \(x^d \equiv N \pmod{p^2}\) with \(|r^* - N^{1/d}| = O(p)\). Therefore the first \(d + 1\) terms of the following GP

\[
c^* = [c^*_0, c^*_1, \ldots, c^*_{d-1}, c^*_d, c^*_{d+1}]
\]

are of \(O(N^{1/d})\), i.e., \(c^*_0, c^*_1, \ldots, c^*_d = O(N^{1/d})\). Also the assumption \(N^{1/d} = O(p)\) implies \(r = O(p)\). Therefore \(c^* / p = c^* / p = O(N^{1-1/d})\).

**Remark 6.** An equivalent condition of Proposition 2 is that there exists a prime \(p\) with \(p 
\langle N^{1/d}\) such that \(x^d \equiv N \pmod{p^2}\) has a solution \(r^*\) with \(r^* \approx p\).

Next corollary shows that the GP introduced above gives polynomials with special properties.

**Corollary 4.** Let \(f(x) = a_dx^d + a_{d-1}x^{d-1} + \cdots + a_1x + a_0\) be a polynomial of degree \(d\) obtained by applying \((d + 2)\)-term GP in (11). Then we get \(a_{d-1} = 0\).

**Proof.** From the orthogonality condition

\[
[a_0, a_1, \ldots, a_d] \perp [c^*_0, \ldots, c^*_{d-1}, c^*_d, c^*_{d+1}],
\]

we obtain two equations

\[
c^*_0 a_0 + \cdots + c^*_d a_d + c^*_d a_d = 0,
\]

\[
c^*_1 a_0 + \cdots + c^*_d a_d + c^*_{d+1} a_d = 0.
\]

By cancelling \(a_d\) from the above two equations,

\[
0 = (c^*_1 c^*_d - c^*_0 c^*_{d+1})a_0 + \cdots + (c^*_d c^*_d - c^*_d c^*_{d+1} + c^*_d c^*_{d+1} + c^*_d c^*_{d+1})a_d + (c^*_d c^*_d - c^*_d c^*_{d+1} c^*_{d+1})a_d
\]

\[
= (c^*_d c^*_{d+1} c^*_{d+1})a_d + \sum_{i=0}^{d-2} (c^*_i c^*_d - c^*_i c^*_{d+1} a_d) + (c^*_d c^*_{d+1} c^*_{d+1})a_d
\]

\[
= (c^*_d c^*_{d+1} c^*_{d+1})a_d + \sum_{i=0}^{d-2} (c^*_i c^*_d - c^*_i c^*_{d+1} a_d) = (c^*_d c^*_{d+1} c^*_{d+1})a_d
\]

\[
= (c^*_d c^*_{d+1} c^*_{d+1})a_d + \sum_{i=0}^{d-2} (c^*_i c^*_d - c^*_i c^*_{d+1} a_d) = (c^*_d c^*_{d+1} c^*_{d+1})a_d
\]

\[
= (c^*_d c^*_{d+1} c^*_{d+1})a_d + \sum_{i=0}^{d-2} (c^*_i c^*_d - c^*_i c^*_{d+1} a_d) = (c^*_d c^*_{d+1} c^*_{d+1})a_d
\]

\[
= (c^*_d c^*_{d+1} c^*_{d+1})a_d + \sum_{i=0}^{d-2} (c^*_i c^*_d - c^*_i c^*_{d+1} a_d) = (c^*_d c^*_{d+1} c^*_{d+1})a_d
\]

\[
= (c^*_d c^*_{d+1} c^*_{d+1})a_d + \sum_{i=0}^{d-2} (c^*_i c^*_d - c^*_i c^*_{d+1} a_d) = (c^*_d c^*_{d+1} c^*_{d+1})a_d
\]
Since \(c_{d+1}^*c_{d-1}^* - c_d^2 \neq 0\), we have \(a_{d-1} = 0\). \(\square\)

Therefore if we can find a GP introduced in (11), then we may generate polynomials whose second highest coefficient is zero. It may give some possible advantage in NFS algorithms. In particular, when \(d = 3\), we can generate 2 cubic polynomials of coefficients size \(O(N^{1/6})\) with coefficient of \(x^2\) zero. Unfortunately, for large \(N\), it is not easy to find such \(p\) and \(r\).

Example 4. Let

\[
N = 4230419692209174989942581057264131310078571223203284520186856471832439892070675628541265263192249961254119379567617609609827307882677812374604431591,
\]

\[
p = 86750311529808721931721992037430747197838979488843.
\]

Then we find that

\[
r = 29603635990292704794807646350860921932096349571925
\]

is a root of \(x^3 \equiv N \pmod{p^2}\). We get a 5-term GP (mod \(N\)) as \(\vec{c} = [p^2, pr, r^2, r^{3-N}, r^{(r^3-N)/p^2}]\). With this GP as an input, running LLL algorithm on the lattice in (5) produces 2 cubic polynomials

\[
f_1(x) = -81169500497977807111187519x^3
- 168826039801282386483775x
+ 8456076026893910868623103,
\]

\[
f_2(x) = 4651940093238598505835598x^3
- 9723680053745338536987047x
+ 3162508075411166438869149
\]

for the case \(d = 3, k = 2\). If we let \(d = 4, k = 1\), then we obtain 4 polynomials of degree 4 as follows:

\[
f_1(x) = -16624470838844689974x^4
- 12938092473604980037x^3
+ 30640947335461408697x^2
- 49074330569257104938x
+ 13793492687479158462,
\]

\[
f_2(x) = 51774904293910722379x^4
+ 5013277696651692475x^3
- 26435016679243240057x^2
- 17960790855546870693x
+ 8449918455213426306,
\]

\[
f_3(x) = 56975869172801318371x^4
- 78804912313470526585x^3
+ 29417741697300821984x^2
- 7467219681293498172x
+ 109644195584843276,
\]

\[
f_4(x) = -6519320118240082935x^4
- 64290644589732753918x^3
\]
ON NONLINEAR POLYNOMIAL SELECTION AND GEOMETRIC PROGRESSION

All 6 generated polynomials have a common root \( p^{-1}r \) (mod \( N \)). Therefore we obtain 1 polynomial pair of degree (3,3), 8 polynomial pairs of degree (3,4), 6 polynomial pairs of degree (4,4).

Remark 7. Similarly as in Section 4.1, we may extend the idea in Proposition 2 to more general case when \( x^d \equiv kN \) (mod \( p^2 \)) with small \( k \) has a solution \( r^* \approx p \) so that

\[
\left[ p^{d-1}, p^{d-2}r^*, \ldots, r^{*d-1}, \frac{r^{*d} - kN}{p}, \frac{r^*(r^{*d} - kN)}{p^2} \right]
\]

is a \((d+2)\)-term GP (mod \( N \)) of \( O(N^{1-1/d}) \).

Example 5. Let

\[
N = 168834590208762984446319148396789339126790503839970174322869249
27358594079071287131167723523616869492186073833295002809344574
85822542463120520739,
\]

\[
p = 20786403171775734254530527129787360981315034315689.
\]

Then we find that

\( r = 10987082923505665553450517558833126792918987927123 \)

is a root of \( x^3 \equiv 2N \) (mod \( p^2 \)). From a 5-term GP (mod \( N \)) as \( \vec{c} = [p^2, pr, r^2, r^3 - 2N, \frac{r(r^3 - 2N)}{p}] \), we get 2 cubic polynomials

\[
\begin{align*}
f_1(x) &= -445218486316441693570901x^3 + 3218179925062891008762289x - 1652026415030852834936442, \\
f_2(x) &= 6326610942464715823045483x^3 + 957352078030341972013302x - 1202453504031298246542337,
\end{align*}
\]

for the case \( d = 3, k = 2 \). If we let \( d = 4, k = 1 \), then we obtain 4 polynomials of degree 4 as follows:

\[
\begin{align*}
f_1(x) &= 40725604535642044969x^4 - 11022519451825502552x^3 \\
&\quad - 406696993224061128x^2 - 17238176802325597530x + 8894146694875284580, \\
f_2(x) &= 3652657032944504985x^4 + 8963291749243508734x^3 \\
&\quad + 3766721856573167463x^2 + 6020873000161721323x - 15110171934817525190, \\
f_3(x) &= 21199833045375418000x^4 + 15465081109028449002x^3 \\
&\quad - 11188422457511654794x^2 - 36606564924168648047x
\end{align*}
\]
+ 19037810592983267379,
\[ f_4(x) = 16100268889487099142x^4 + 24545336906131849397x^3 - 4385535824647366x^2 + 24879390417122847169x - 5157998444878033115, \]
where all 6 polynomials have common root \( p^{-1}r \pmod{N} \).

Using \( x^d \equiv kN \pmod{p^2} \) for many small \( k \) increases the probability that the equation is solvable. In practice, the GP in (12) is much easier to find than the GP with \( k = 1 \). For instance, in Example 4 with \( k = 1 \), there are 3 pairs \((p, r^*)\) such that \( r^* \equiv N \pmod{p^2} \) with \( |r^*| \leq 10p \) and \( \frac{m}{100} < p < m \), which is not so cost effective because we get less than three times of \((p, r^*)\) even if we increased the range of \( k \) ten times. On the other hand, reducing the search range of \( p \) from \( m < p < m \) to \( m < p < \frac{10m}{9} \) produces 9 pairs of \((p, r^*)\) with \( 1 \leq k \leq 10 \). That is, we still find more GP by reducing the range of \( p \) and increasing the range of \( k \), which seems more effective since we consider congruence equations \( \pmod{p^2} \) for smaller values of \( p \).

Table 1 show a small numerical data for the number of the pair \((r^*, p)\) satisfying \( r^* \equiv kN \pmod{p^2} \) for all \( N \) which is a product of two primes \( q_1 \neq q_2 \) with \( 10^4 < q_1, q_2 < 10^5 \). Note that each pair \((r^*, p)\) corresponds to a GP of length 5 which is either the form of (11) or (12). This result suggests that 5-term GP (11) and (12) exist with high probability, even though the number of GP is relatively small for each \( N \). Moreover it says that one is more likely to find solution of \( x^3 \equiv kN \pmod{p^2} \) by increasing the range of \( k \) rather than that of \( p \). It should be mentioned that it also saves the time for the following reason. If we increase the range of \( k \) from \( k = 1 \) to \( 1 \leq k \leq 10 \), the number of equations \( x^3 \equiv kN \pmod{p^2} \) we need to consider is increased by the factor of 10. However if we increase the range of \( p \) from \( \frac{m}{10} < p < \frac{m}{9} \) to \( \frac{m}{10} < p < 10m/9 \), the number of equations \( x^3 \equiv kN \pmod{p^2} \) we need to consider is increased by the factor of \( \pi(9m)/\pi(m) \approx 11 \) but the catch in this case is that we have to solve the congruence equation \( x^3 \equiv kN \pmod{p^2} \) for ten times larger size of \( p \) which inevitably slow down the implementation time on PARI-GP, as is shown in the table.

5. Conclusions

We presented a method of constructing nonlinear polynomials of degree \( d \) for all \( \frac{d}{l} < d < l \) having common roots \( \pmod{N} \) given GP \( \pmod{N} \) of fixed length \( l \). We also give the estimation of the size of the coefficients of the nonlinear polynomials in terms of the size of the given GP, which generalizes Montgomery’s method. We showed that the GP of length \( d + 1 \) can be constructed in more flexible way than the usual base-\( m \) method and we find corresponding
Table 1. Existence of GP (11) and (12)

<table>
<thead>
<tr>
<th>k = 1 ( \frac{m}{10} &lt; p &lt; m )</th>
<th>k = 1 ( \frac{m}{10} &lt; p &lt; 10m )</th>
<th>1 &lt; k ≤ 10 ( \frac{m}{100} &lt; p &lt; \frac{m}{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average number of ((r^*, p)) with (</td>
<td>r^*</td>
<td>\leq 5p) for each (N)</td>
</tr>
<tr>
<td>The number of (N) such that (x^3 \equiv kN \pmod{p^2}) has a solution (</td>
<td>r^*</td>
<td>\leq 5p)</td>
</tr>
<tr>
<td>Average number of ((r^*, p)) with (</td>
<td>r^*</td>
<td>\leq 10p) for each (N)</td>
</tr>
<tr>
<td>The number of (N) such that (x^3 \equiv kN \pmod{p^2}) has a solution (</td>
<td>r^*</td>
<td>\leq 10p)</td>
</tr>
<tr>
<td>PARI-GP time estimation on Intel U7300 1.30GHz CPU laptop</td>
<td>2 days</td>
<td>18 days</td>
</tr>
</tbody>
</table>

polynomials of various degrees having common root \(\pmod{N}\). We also stated the conditions when a special GP of length \(d + 2\) exists.
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