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This paper is concerned with development of system to detect an obstructive vehicle which is
an essential prerequisite for autonomous driving system of ASV(Advanced Safety Vehicle). First,
the boundary of driving lanes is detected by a Kalman filter through the front image obtained by
a CCD camera. Then, lanes are recognized by regression analysis of the detected boundary.
Second, parameters of road curvature within the detected lane are used as input in error-BP
algorithm to recognize the driving direction. Finally, an obstructive vehicle that enters into the
detection region can be detected through setting detection fields of the front and lateral side. The
experimental results showed that the proposed system has high accuracy more than 90% in the
recognition rate of driving direction and the detection rate of an obstructive vehicle.
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|. Introduction purpose of the present phase of intelligent vehicles is
to actualize ASV(Advanced Safety Vehicle). One of

The vehicle with a system which guarantees safe the main functions of ASV is to recognize lanes and
driving is called an intelligent vehicle. The main detect objects in front and lateral. Sensors and
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detection methods are changed according to the
condition of obstacles or lanes. A main obstacle while
driving in the daytime and nighttime is vehicles. As
this causes the majority of car accidents, many
studies concerning a method which can prevent an
accident are actively performing. Mathematical
Morphology{1]l, Hough Transform(2], Snake[3] and
using the connection information of Edge[4] are used
for the study on lane recognition which is the most
important to set up the detection region of vehicles.
These methods can adapt well to a change in the
weather, the circumstance of road and the brightness
of light. But due to the complication and long process
time of these methods, a high-priced hardware is
needed to deal with them in real time. Furthermore it
should be considered that the lanes can be hid by
other cars. To complement these problems, the
system for recognition of driving direction and vehicle
detection is developed using a Kalman filter and
error-BP. The overall diagram is shown in [Fig. 1.

Obtain image Processing Result
“ Sefting the Lane
Detection Regio
o Cadient
aperator

Lane Boundary
Detection

Lane Recognitio
Determine Lane
Featuse Parameter

Kalman Filter

Recognize
Deivion Ditection]

Settiog the Venicie
Detection Region

Outpat of the
Processeq image.

Fig. 1. The Overall Diagram

First, set up the CCD camera in the vehicle to
observe the front and lateral side. A Kalman filter is
used to detect lanes, after obtaining images from the
CCD camera while driving. From the detected lanes,
driving direction can be recognized by error-BP.
According to the driving direction, the vehicle
detection regions are set up for the front and lateral

side and obstructive vehicles are detected.

Il. Lane Detection

Recognition of the road lane while driving is a
preceding phase to recognize driving direction and
vehicles in front. After the lane detection regions are
set up, the left and right lanes can be extracted by the
identifier of lane detection. Lanes can be extracted
accurately by a Kalman filter and middle distance
lanes also can be extracted by statistic models and
Hough conversion at the extension of the lane.
Driving direction is determined by vanishing points
which are existing in a long distance region of the
driving lane.

1. Determination of Lane Detection Region

A CCD camera is set up in the vehicle to obtain an
image of driving direction. From the obtained images,
the lane markings are extracted, The lane markings
can be of solid or intermittent Lines. Thus, it should
be considered that the solid line can exist on only one
side of the lane and the intermittent line can exist on
both sides of the lane. As a result, the lane detection
region is selected first to detect lanes in every case.
we use six lane marking points of the left and right
lane on the coordinate of an image for the fast
processing time and lane detection region. The
location of six marking points is determined through
the experiment. It is shown in [Fig. 2l.

L 1 -

Fig. 2. Setting up the Lane Detection Region

2. An Operator for Lane Boundary Detection



32 s=REXEE=2%] '07 Vol. 7 No, 2

For recognition of driving lane, the only vertical
‘edge detection mask of Sobel operators is used. As a
result, the processing time for edge detection is
reduced. The gradient operator which has 3x3 size is
shown in equation (1). f(i,7) is defined as
gray-level value of each pixel, i, 7, coordinates of z
-axis and y-axis in an image.

A fG, ) =[fli—1,j- 1) +2f(i—1,5) +Fli—1,

FHO=lfl+1,5-1)+2fG+1,5)+ f+1,5+1)]

(1

A f(i,j) is the variation of pixel value in the
direction of the z-axis. If this variation is greater
than threshold value, the location is discriminated as
a provisional lane. Using the static threshold value
can cause the loss of information due to the change
in light. Thus, the dynamic threshold value is applied
to an input image. In case of intermittent lines, first
the lane edge is roughly detected using the gradient
operator. Then every left and right lane edge is
detected. Second, the twenty—four sub-windows
which have 1x3 [pixel] size are set up. Third, the
sub-windows are located in each lane detection
region, R Pixel and L Pixel. The procedure for the left
lane edge is as follows:

Stepl. Move the sub-window in the direction of
left within the first detection region using the
gradient operator.

StepZ. If the sub~window in the detection region
satisfy the next threshold value then recognize edge
detection of the region, otherwise move the next step
after temporarily determining the initial driving lane
as much as the driving lane width.

Step3. Move the sub-window in the direction of

y—axis within the second detection region, and go
to Stepl.

An other side of edge can be recognized by the
similar method above.

3. Detection of Lane Edge using a Kalman
filter

When lanes are detected using the gradient
operator, an error can occur, Thus, the procedures for
revision are needed. In this paper, a Kalman filter,
recursive computational solution is used to detect a
signal from noise so that a system can predict a
change according to the time It tracks the
time-dependent state vector that has noisy and
equation of motion in real time. So, the lane boundary
location of an image can be predicted at k+1 from
k—1, determined points and k, a present point. In
other words, the location of k is predicted by
information of the location at k—1 point. An
one—dimensional Kalmen filter is used to revise an
error between the predicted value and the actual
valuef5]. In addition to these facts, the lane boundary
location of an indefinite image at k-1 point can be
also detected by approximating the information of
lane boundary location at k—1 point.

3.1 Estimation

First, assume that z, is a prediction at k& point
based on the actual measurement at k—1 point. z,
State vector, is defined as follows:

z, =Fz,  +w,_, @)

F is a conversion factor. w, , is white noise
which means Gaussian noise. ¢),_, is dispersion. (-)
indicates that revision through measurement has not
been done. Covariance of the state estimate error is
defined as follows:

E;:E‘[(xk_l —-n':fk_l)2] 3



P =P+ Qe )

3.2 Measurement

A measurement vector, y, is shown in equation (5).
v,_, 1S a measurement error and assume that v,_,
is not correlated with w,_, at the estimate stage. y,
is Gaussian noise whose average is zero and R, is

its dispersion. A is an observed value representing
the relation between state vector and measured
vector.

yr=Hz,_+v,_, (6)

3.3 Revision

The state estimate errors are revised as eguation
(B)and(7) to revise state vector by adding observed
deviation to the estimated value.

z; =, + Gy, — Hz;) (6)
Pi= P — GHP; )
G.= P, HHH*P; + R ]! ®

Equation (8) represents Kalman Gain, G, which

adjusts state vector by giving adequate weight
between estimated value and measured value. State
estimate of the next point in regard to revised state

vector is as follows:
T = Fri 4+ w, )

A Kalman filter is made by z;, initial information
including error estimates, an initial value and
covariance of a measurement error and £, , initial
covariance. Therefore, the measured value of G, is

revised by initial value, and the accuracy for the next

state estimate is improved because G, is adjusted

for every repetition in regard to observed deviation.

4. Lane Detection

Once the lane boundary location is determined by a
Kalman filter, the driving lane should be detected.
The lane detection process is essential to discriminate
whether the points obtained by lane boundary can
detect lanes. In this paper, a least square method in
simple linear regression methods is used to recognize
lanes. Actual lanes have a linear form in detected
regions. These points can be used as a scatter
diagram in a statistic model and these are defined
from the coordinates, z, andy; of each point, n as
equation (10). In equation (10), ey e,...e, are
independent each other and an unknown error term
and unmeasurable random variables. This term
follows the normal distribution N(0,0%). @,8 in
equation (14) can be estimated by the least square
method. R in equation (15) is the square value of the

error and (y; — & — Bx; )is residual. If this residual

become less and less, g}z a+ Bz in equation (15)
would represents a linear equation, ¥y = «+ fz. This
indicates that there is close linear relation between x

and y.

y1:a+,6$1+eL 7/:1,2,3,.;71 (10)
-1 =1

v=—Yw, y= Dy (an
=Y -2 =Ny @®
S.Ty: 2(*7:1“ 5)(311— :!;) (13)
a=y—ﬁz, ﬁ:?1 y=a+ﬁw (14)
= 52— B8 =(y,—a— Br,)? (15)

If the coordinates in each left and right direction
concerning scatter diagram are given, two linear
regressions that come under the left and right lane
would be obtained. The large number of coordinates
whose residual value is small indicates that there are
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many points which are close to a line. Thus we
judged that if detected coordinates satisfy the
threshold value more than 75%, a lane is detected.
Unless the detected coordinates satisfy the conditiory
the present lane value would be maintained until
satisfying the condition.

ll. Recognition of Driving Direction

To detect the left and right vehicles, this study
proposes a method that can recognize the rotation
direction of driving lane and adjusts the detection
region. When driving along the curved road, sight of
the left and right detection region is restricted.
Therefore, a variable detection window is needed
according to each road. To actualize this function, at
first, a typical image and detect feature parameters
which are associated with rotation features of driving
lane should be sampled. Then the correlation between
feature parameters and actual lane patterns is
statistically analyzed. For the experiment, error-BP
algorithm which has input layers, feature parameters
and output layers is used to estimate the pattern of
lane curvature.

1. Detinition ot Lane Feature Parameters

Fig. 3. Definition of Lane Feature Parameters

This is to recognize driving direction by mnputting
the lane feature which is at a short and middle
distance into the error-BP algorithm. [Fig. 3] shows
the feature parameters of the lane at a short and
middle distance[6]. L-left, L-right are the location of
the left and right lane at a shart distance. Left angle,
Right angle are the left and right slope, and Mid-left
angle, Mid-right angle are the left and right slope at
a middle distance. The slope of the left and right lane
has correlation with the lane curvature as shown in
the [Fig. 3]. For example, in case of a straight lane,
the slope of the left and right lane is same. But in
case of right turn or left turn, each left or right slope
would be decreased. Besides, when a vehicle is not in
the center of the lane, the left and right slope would
be different. After all, information of the lane
curvature can not be obtained correctly with the only
slope, because the slope is influenced by not only the
lane curvature but the location of vehicle. To correct
a change in the slope according to the location of
vehicle, L-left, L-right are used together. Detecting a
change in the lane curvature with only Left angle and
Right angle is also difficult. Thus, Mid-left angle and
Mid-right angle are . used together. The
middle-distance information has a little amount of
compared to the short-distance
information. While it is more sensitive to the change
in the lane curvature.

information

2. Evaluating correlation between the
feature parameter and the lane
curvature

To detect the feature parameters which are input of
the error-BP algorithm, images are divided into the
straight, left turn and right turn images. The left and
right location of lanes and the left and right slope of
lanes at a middle distance are obtained from 878
frames of the straight road, 440 frames of the left turn



road and 316 frames of the right turn road. The slope
is normalized between the section, 0 and 1, and the
left and right location of the lane is represented as
pixel. The 30 representative parameters are sampled
by each road. [Table 1] shows each correlation

coefficient according to the classification.

Table 1. Correlation coefficient of lane parameters

left and right location of _

a lane at a short distance 0.874
left and right slope of a ~0.231
lane at a short distance )
left and right slope of a ~0.941
lane at a middle distance :

The validity of parameters defined above can be
verified through [Table 1] which indicates that the
lane location at the short-distance and the lane slope
at middle-distance have more correlation than the
lane slope at the short-distance.

3. error-BP algorithm

Error-BP algorithm is shown in [Fig. 4]. error-BP
which has the organization of second layer including
an input layer can not be applied to the problem that
can not be linearly separated. Thus, error-BP which
has the organization of third layer is constituted to
solve it. The number of nodes in the input layer is the
six feature parameters, and the number of nodes in
the output layer is three. left turn, straight and right
turn. Learning information which is input information
of error—BP uses the feature parameter. The learning
information is extracted from the frames obtained by
images of each road. error-BP algorithm is used for
learning, and an error concering the learmning result
was 0.0278. It took approximately 10 minutes for
learning with a pentium IV 1.8 Ghz computer.

El
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Fig. 4. error-BP algorithm using feature parameters

IV. Vehicle Detection Algorithm based on
error—BP Algorithm
The variable detection region is selected by the
error-BP algorithm and the recognition of driving
road. Through the vehicle detection in the selected
region, the obstructive vehicles can be detected which
are the cause of the front and lateral accident.

1. Determination of detection region for
the front and lateral vehicle according
to road conditions

When driving along the straight road, the front
vehicle can be detected by setting up the front
detection region. But, in case of right turn, the lateral
vehicle can be detected as the front vehicle.

Therefore, the detection region is partially changed to

prevent the error. Through the error-BP algorithm,

the front detection region recognized as a curved road
is reduced and the detection region at a middle

distance is converted into the detection region at a

short distance. As a result, when vehicles pass

through the curved road, the detection error is
decreased with reducing the range of detection. This
method can equally apply to the left turn road.
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2. Detection of the front and lateral vehicle

If the detection region is selected as described
before, it will be determined whether a vehicle is in
the detection region. The previous method for the
front or rear detection used a Sobel mask operator to
detect the boundary between the wheel and road.
This method makes it possible to detect the edge
region using the difference of brightness between the
wheel and road. But, at the phase to verify the wheel,
the method uses a special feature that the wheels
symmetrically exist. Thus, this method is not
appropriate for the curved road. Consequently, we
propose a method that detects the vehicle region with
considering the one side wheel and the shadow
around the vehicle. A hig difference according to
whether the vehicle exists is the change in gray
nuance. This value is less than 8). If the vehicle
exists in the detection region, many values which are
less than the threshold value would occur by the
influence of the shadow or wheel. In addition, the
vehicle’'s color is also an important factor. So, a
method that can verify the nuance made by vehicles
is needed[7]. In this paper, whether the vehicle exists
is judged by considering the fact that the dark points
of the wheel exist above and below. f(i,j) is
gray-level of pixel whose coordinates of z-axis and
y-axis in an image are f(i,;). If all the values of
fj=3), fi.g), f(i=3,5) and £(i,j+3) are
less than 80 and the bﬁghttless difference of
f(i—3,35) and f(4,j—3) is less than 2, this region
is selected as a nuance candidate region. If the points
are selected as nuance candidate regions within the
front, left and right detection region occurs.
Consequently, we judge that a vehicle exists in the
detection region. It is shown in [Fig. 5].

Fig. 5. Selection of nuance candidate regions

V. Experiment and Resuit

The images used in the experiment are obtained by
the CCD camera located in the vehicle and the
experiment is performed for half an hour from 5:00
pm at expressway between SuSeo & BunDang. All
experiments were computed on a Pentium IV 1.8 Ghz
computer with a CCD camera, a camcorder and an
image processing board. A model VQ29B-B36 CCD
camera and a model VM-A630 8mm camcorder are
used. The focal distance of the CCD camera is 3.6mm.
We received the NTSC signal from the camcorder
using the image processing board, My Vision made by
microrobot. The experiment is performed with the
image whose size is 320X240 in Visual C++. The
proposed system takes 30 to 35 ms to process each
frame.. A CCD camera is connected with a camcorder
to verify an input image, and the location of the CCD
camera is adjusted while verifying the front road
image. However, due to the feature of the mono
image, an error can occur at a slant road. Thus, it is
assumed that the road of the input image is
horizontal. To recognize the curved road, first of all,
after dealing with the lane detection algorithm in an
input image, the feature parameters that are
associated with the curved road should be extracted,
Consequently, the curved road can be recognized by



the learning of error-BP. An error that recognizes a
lateral vehicle at the curved road as a front vehicle is
reduced by changeably applying the vehicle detection
region according to the curved road. [Fig 6] shows
the windows experiment environment for image

processing.

Fig. 8. A window experiment for image processing

1. Recognition results of the lane curvature

After feature parameters are extracted from the
lane, the recognition rate is examined according to the
lane curvature. [Table 2] shows the recognition rate
for each curved road from total 4612 frames of the
driving image.

Table 2. Recognition results for each road

The recognition rate for each road using the
error-BP and lane trend was greater than 95%. The
remarkable fact is that a serious error has not

occurred.

2. Detection results of Obstructive Vehicle
[Table 3] shows the detection results according to
the road conditions using the proposed method which
detects obstructive vehicles to the front, left and right
side under the driving direction recognition. To detect
dangerous vehicles, a changeable detection region is
used. The vehicles that enter the dangerous region
ahead of 10-15m were detected. We could deal with
the vehicle which enters the straight, left and right
region. The average time was 70 ms for each frame.
Therefore, it is possible to deal with in real time.

Table 3. Detection results of Obstructive Vehicle
(Vehicles entered at 3307 frames out of
4621 frames)

Left turn vehicle 1264
Straight vehicle | 852 92 89.2
Right turn vehicle | 987 51 948

The wrong recognition and noise from the point
ahead of 10-15m were defined as an error. In Table
3, the detection rate of the straight vehicle was
relatively low due to the indefinite selection of
detection regions and the slope in the downhill and
uphill road. Shake of an input image by vehicle’s
vibration also influenced on many parts of the error.

VI. Conclusion

This paper proposes an algorithm and a system
using computer vision to prevent a car accident by

front, rear and lateral collision. The contribution of
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this research is in developing the system that is faster
and more accurate in detecting an obstructive vehicle
than other system proposed previously[8l. The
accuracy rate for the road recognition was greater
than 90% and an error-BP algorithm was used to
recognize the straight and curved road. Besides, the
vehicle detection in real time was possible by
applying a changeable detection window according to
each road section. Previous systems using a laser
Sensor Or SUPErsonic are too expansive and sensitive
to the surrounding environment. Therefore, an image
sensor is more useful for wvehicle detection in
restricted regions. The system we developed shows
high reliability in the daytime under the general road
conditions. However, the system could not be applied
to the three cases below.

1. At nighttime

2. Severely damaged lane

3. No lane on the road

The malfunction can also occur when the vehicle
doesn’t drive in the center of driving lane. Thus, we
should consider the design character which is
appropriate for road conditions in our country to
recognize the accurate curvature direction. Hereafter,
a further study on the front driving algorithm is
needed for an unmanned car which can recognize
driving direction and objects without lanes on the
paved or unpaved road.
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