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Silhouette—based Motion Estimatlon for Movement Education of Young Chiidren
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Movements are a critical ability to young children’'s whole development, including physical,
social/emotional, and cognitive development. This paper proposes the method to estimate
movements suitable for young children's body conditions. The proposed method extracts a
silhouette in each frame of videos that are obtained by deploying two video cameras by
compensating iluminations, removing background and conducting morphology operations. And we
extract sithouette feature values: an area, the ratio of length to width, the lowest foot position, and
7 Hu moments. Also, the area and movements of sub-area are used as local features. For motion
estimation, we used probability propagation of the features extracted from the front and side
frames. The proposed estimation algorithm is demonstrated for seven movements, walking,
jumping, hopping, bending, stretching, balancing, and tuming.

B keyword : | Silhouette | Motion Estimation | Density Propagation | Movement Education |

|. Introduction whole development, including physical,
social/emotional, and cognitive development. It is
Movements are a critical ability to young children’s obvious that movement contributes in numerous ways
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to physical development of young children. Active
physical movements foster young children's gross
motor skills and their physical fitness which allows to
get the balance between calories consumed and
calories burmed. The ability to move well also makes
children have feelings of self-confidence and allows
them to explore their surroundings and the objects in
them actuvely. Through such active exploration,
young children acquire information and knowledge.
Laban has shown that movement is the young
children’s preferred mode of leaming, and that lessons
that are physically experienced have more immediate
and longer-lasting impact [111.

With many benefits to be gamered from movement,
young children deserve the opportunity to get an
appropriate movement instruction to refine and
expand their movement skills. Early childhood
professionals recommend that planned movement
activities are daly offered to young children in early
childhood program. However, daly movement
activities are seldom provided in many early
childhood educational settings because of the
availability of space and equipment, and even regional
weather. These are physical factors that restrict the
movement instruction to limited manner. An
alternative to overcome these physical factors is to
use virtual reality environment by computers. To
utilize movement instruction under the wvirtual
environment using computers, 1t is an essential factor
to estimate young children's movements. However,
studies of movement estimation have targeted only
adults thus far.

At the early stage, the perception of motions has
been made by adhering markers on one's joints
(wrist, elbow, shoulder, belly button, knee, foot, etc.).
For such marker methods, however, a user has to
wear data gloves or a magnetic sensor, which

disturbs convenience in interacting between the user

and the concerned computer. In particular, this
method disturbs the convenience for young children
whom this paper targeted. Markers also can be
covered by user's movements, therefore, follow-up
data handling is essential. To handle it as fast as
possible, 1t can be applied to real time systems
through dispersed handling, but, quite a large capital
iS necessary to do so. Hence, a current real time
movement collection system 1s sold at high price. For
this reason, a system through which young children’s
natural movements can be analyzed without markers
1s needed. An analysis of natural movements refers to
perceive person's movements from the images
acquired by video cameras.

Most motion estimation methods have used various
features and models. Mittal et al found out body
location using a likelihood function, and presented a
method to solve the overlapping problem of various
people in one camera [15]. However, only person’s
configuration can be found within the image, not
movement's estimation. Rosenhahn et al perceived
movements using a level set function [17]. They
showed the excellence of silhouette-based method in
comparison with motion capturing equipment-based
method in terms of silhouette based movement
perceiving method. However, they estimated only
upper body and showed the perception of only several
limited movements. Ren et. al proposed a method for
Dance
movements [16]. However, they used motion
capturing data equipment for database building, and
the movements were perceived in the limited space,
that is, on the foothold. Kehl ef. al perceived person’s
movements by establishing a VR space [14]. They
perceived person’s movements in limited space. They,

animation by perceiving East-Coast

however, perceived only the direction pointed out by
hand, not whole body movements. The researches so
far have drawbacks in that they perceived only partial



movements, space was limited, and high prced
equipment was used.

In this paper, we propose the method to estimate
movements suitable for young children's body
conditions. The proposed system estimates young
children motions using silhouettes captured by two
cameras placed at the front and one side of the human
body. This paper pursues to supplement the drawback
that a silhouette cannot perceive detailed information
of movements by eXtracting features from the
silhouette targeting young children. This paper seeks
to estimate movements using global features
including an area, the ratio of width to length, the
lowest foot position, 7 Hu moments, and local
features including area and movements on each part
obtamned by dividing a sithouette by 5x3. Since each
motion contains continuous frames, we can make a
dynamic model by computing relations of sithouettes
between adjacent frames. Then, the system computes
density estimation based on the extracted sithouettes.

Il. Movements in movement education

1. Movement education

The instructional methods used in movement
education for voung children can be classified into a
physical approach, a dramatic approach, and an
integrated approach [13]. The physical approach is a
method to search and experiment fundamental
movements focused on fundamental factors of
movements. The dramatic method is to make young
children express movements by dramatizing virtual
situations or behaviors. The integrated approach is a
method to educate young children by integrating the
physical approach and the dramatic approach.

Since the purpose of this paper 1s to estimate young
children’s movements, therefore, we investigates the
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movement education demonstrated by the physical
approach [12]. Table 1 shows some examples of
non-locomotive  and

movement activities for

locomotive skills which are suggested in the early

Table 1. Movement activities in the early
childhood activity resource book
Movernenis | Exampies
Bending |Bending and unfolding by drum

Stretching |Holding a rubber string and lifting up two arms

Stepping on one block by one toot and then

Balancing | e nning on other block by the other foot
Turning |Turning by remote control
Pushing |Holding a partner s hands and pushing them

Stopping [Running and stopping by flag signal

Crawling |Crawling into a tunnel
Walking
Hopping |Jumping and hopping

Walking in order

Jumping |Jumping a string line on the ground

Climbing |[Climbing and going over a vaulting horse

Skipping |Skipping by maracas

childhood activity resource book published by the
Korean Ministry of Education.

In the existing education setting, classes consist of
education for mostly one movement. Thus, new
teaching content is needed, and corresponding class
preparation has to be made; in this context, movement
education 1s biased toward only some movements. In
the non-moving motions, balancing and stopping, and
in the moving motions, walking, and jumping accourtt
for 50% of the concerned education, respectively. The
perception of young children's movements using a
computer can be used as interface in the virtual
learming space with various themes, and young
children can have experience with various movements
at a time. Based on the perception of young children’s
the development of a movement

movements,

educational program using a computer is possible.
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2. Fundamental movements

The contents of movement education contain the
fundamental movements that perceive time, space,
weight, and current by using each part of the body
and the applied movernent which includes rhythmical
movements and creative movements.

Fundamental movements are classified into
non-locomotor and locomotor. Non-locomotor is a
movement by fixing a person’s body in one place
without moving the body. It can be conducted at a
time by the whole body, or can be conducted by parts
of human body. Precise non—-moving motion helps
human form proper posture, and foster body flexibility
and smoothness in self-space;, thus, this motion is
always necessary In our everyday lives.
Non-locomotor refers to the motion making two body
parts approach each other , and the following can be
included in the non-locomotor: bending, stretching,
twisting, turning, swinging, tumbling, balancing,
avoiding, pushing, pulling, standing on one’s hands,
and stopping.

Bending is to make two close body parts approach
one another through bending movement. That is,
bending is to bend one's neck, waist, elbow, knee,
wrist, ankle, etc: examples include bending towards
one’s side, and passing through under the fence.
Stretching is to stretch various parts of human body
vertically or horizontally: examples include stretching
one's body from a bending state, passing through a
tube with two arms stretched, and so on. Balancing
can be conducted in a static state to support the
center of body, or can be carried out while one is
moving. Balancing in the static state is called static
balancing, and balancing in a moving state, such as
walking on the balance beam is called dynamic
balancing. For example, balancing includes walking
with tip toes, seesawing, and walking carrying a red
bean pouch. Tuming is a subsequent movement

tuming the whole body centered on the vertical or
honzontal axis, while twisting is to twist some part
of human body: example includes looking around like
a tuming spinning top, tuming half a circle, and so
forth.

Locomotor 1s to change the position of one’s body
in the space, that 1s, locomotor means the movement
off the floor/ground, while one changes his/her body
position in the space. Since the experience of the
moving motion can provide the sense of rhythm to
young children, it is effective to drawing creative
movements in the future. Locomotor includes
crawling, walking, running, hopping, jumping, sliding,
jumping over, skipping, etc.

Walking is a movement moving one’s weight from
one leg to the other leg. As one maintains contacts
with floor or ground, one changes his or her weight
from one tip toes to another foot's heel. Examples can
be walking to music, and walking by making various
arm shapes. Jumping 1s a movement to jump with
two one foot or two feet in the air, and get down with
one foot. Examples of jumping can be a long jump,
and jumping down from a high place. Hopping is the
rhythmical movement landing with the same foot
after one pushes up one foot with weight from the
ground or floor. Examples of hopping can be hopping
from a certain distance, and hopping with changes of
feet.

Table 2. Seven movements for movement education

Movernents Epranaﬁon

W | Walking [Shifting weight from one leg to the other

J | Jumping {Standing jump with two legs

H | Hopping [Standing jump with one {eg

Be | Bending |Bending forward keeping knee straight

S | Stretching | Extending two arms straight up

Extending both arms horizontally and stand

Ba | Balancing on one foot

T | Turning |Turning horizontally




(a) walking(W)

{b) jumpingJ) ( hopping{H) (d)} bendingiBe) (e) stretching(S) (f} balancing(Ba) (g} turning(T)

Fig. 1 Movements for movement education : The top row shows the front view and the bottom the

right—side view

This paper chose locomotive skills, such as
walking, jumping, and hopping, and non-locomotive
skills, such as bending, stretching, balancing, and
turning, Of the
locomotive skills, walking and jumping are taught

in the movement education.

greatly, while hopping has barely been taught in the
existing movement education courses of early
childhood. Of the non-locomotive skills, balancing has
been mainly taught, while other skills have hardly
been taught. The movements used in the system In
this research are defined in Table 2. The top row of
Fig. 1 shows the front view of movements, and the
bottom row of [Fig. 1] exhibits the side view of

movements.

Ill, Silhouette feature extraction

1. Silhouette extraction

To estimate a human motion, we use stlhouettes In
video image frames taken by two fixed cameras (Fig.
2(a)). To extract silhouettes of a moving person, the
proposed system conducts background subtraction
using the adaptive background model, which uses the
mean and standard deviation of the background [18].

Whenever a new frame armves, a change in pixel
intensity 1s computed using a Mahalanobis distance to
classify background or foreground (a moving person).
The evaluated distance is compared to a difference
threshold previously observed from the sequence of
images. If a pixel is classified as background, the
adaptive background model is updated with the pixel.
After background subtraction, an image frame is a
semantically biary image consisting of foreground
pixels and background (black) pixels [Fig. 2](b).
Such a binary image is grouped according to
connected foreground pixels and segmented regions.
Then the labeled connected components are filtered
out depending on the bounding box of the region by
removing
body-like regions as follows:

noise-like regions and non-human

* regions which are too long for a side of the
bounding box,

* regions having small areas,

= reglons having a small value of elongatedness,

a shorter side of the region

and a longer side of the bounding box

* regions having a small value of compactness

area of the region

area of the bounding box
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(a) Input video frame (b} Background subtraction

B |
Bl

) Candidate silhouette (d) Final silhouette

Fig. 2 Silhouette extraction : the upper row shows the front image and the bottom row the

side image,

The above criteria provide a set of candidate
silhouette areas without scanning all possible aspects
rattos and the possible positions into binary segment
areas. This improvement leads to improved precision
in terms of locating sithouettes and helps to segment
silhouettes from the background, especially when
parts of the surrounding background have a motion.
[Fig. 2}(c) shows a silhouette by connecting detected
foreground pixels in [Fig. 2](b).

In general, sithouettes are sensitive in pixel level.
To reduce such sensitivity, we apply morphological
operators to the binarized image. Using erosion and
dilation operators iteratively make the silhouette
smooth. [Fig. 21(d) shows the smoothed sithouette by
using two pairs of two morphological operators.

2. Feature extraction

The silhouette features refer to features that
represent characteristics of the extracted silhouette in
a static frame. To represent a full-body silhouette as
global features, we use an area of the silhouette (a),
the ratio of width and height (r), and the lowest foot
position (f).

We also compute Hu moments, which are useful

features for shape-based analysis. Hu moments are
especially good for analysis of linear transformation;
thus they are invanant to scaling, translation, rotation
and reflection. We compute seven Hu moments

(hy. ) from a silhouette [6].

Such global features, however, are subject to a high
degree of transformation because the method is
affected by changes in posture and lighting
conditions. Therefore, we compute local features in

5x3 sub-areas (8, ,5), which are achieved by

dividing the silhouette [Fig. 3].

Fig. 3 Sub-silhouette areas

While, in general, the heights of babies are four
times the height of their heads and those of
12-vear-old children are six times and then adults
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Fig. 4 Movement sequences if hopping(H) : the top and bottom rows represent the silhouettes
captured by cameras of at the front and one side view, respectively.

eight times, those of five-year-old or six-year-old
children are usually five times. In two cameras, two
sets of 2o features are calculated on each incoming
frame set:

xn. = {a"r?f7hlﬁ-"vh‘nsp'“)s]g} (l)

where n means the cameras and n 1s 1 (front view)

or 2 (side view).

3. Dynamic model

Motion wusually takes in continuous frames.
Therefore, 1t is important for each frame to comnect
with adjacent frames. For example, it would be
one-foot jumping if a person jumps in a frame lifting
one foot. However, 1t would be walking motion if a
person leaves one foot on the ground and lifts the
other foot. To resolve such confusions, we make a
dynamic model which contains continuous frames of
each movement. In this paper, we normalize a cycle
of each motion to 10 frames because each motion
usually takes 5715 frames. If motion has no cycle as
like stretching and balancing, we consider 10 frames
as a cycle. So, the dynamic model of the motion ¢ is

Dri-: {anl’””anl[]} (2)

where n means views (n =1 or 2).

Fig. 5 Dynamic model of jumping (J) using 5
training video sets

[Fig. 4] shows the motion sequence of hopping at
the front and one side view. Hopping motion is
distinguished from jumping because it means to leap
from one foot, and from walking because it means o
stand on one foot continually. [Fig. 5] shows the
dynamic model of jump movement.

V. Silhouette—based pose estimation

One of the methods of human motion estimation
extracts the features of motions from given data and
reconstructs them. If it is hard to figure out the
features of the motions, wusually the density
propagation used. Through the
accumulated data from leamning, one density
propagation model is defined and 1t is constantly

models are
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adjusted to the sample data. Eventually, the density
propagation model satisfies the sample data. Many
researchers tried to find out the status of model from
the observation condition 5, 7, 10] or the state prior
[3, 4 9] through a Bayesian method. Brand and
Hertzmann proposed the method in which they
decided several parameters defining the formation of
the motions, presumed the way to use the given
motion data by a method using entropy minimization
and form new motions [1]. Schodl et al found out the
features of the motions from the video data and
figsured out the probability of transfer [8].
Sminchisescu et al estimated the motion of human by
Bayesian Mixtures of Experts from the data of one
camera [2].

The most obvious difficulties of the estimation ke in
modeling the uncertainty of the silhouettes— or the
probability density of the “distance” which 1s
commonly used in the control community. The
previous answer to the above question is to compute
the whole probability density of the distance over

time. We assume z!, and 2! are the target and
observation at the n—th view at time ¢, respectively.
Let Z'={z%,...,2L} be the history of
observations up to time ¢ at the n—th view. In this
paper, ' is the silhouette features of a human body,

such as the one shown in Eq. (1).
At time ¢, for estimation of a sithouettes in a human
motion ¢, the system computes the density function

based on the extracted features as P(cl:z:fl,i, Zﬁ,;‘)
where 2!, ; and Z, ; are the i-th feature, i=1,"+,25,

of ' and Z' . Since the motion c can be represented

as the corresponding dynamic model in Eq. (2), we
estimate the density function of a silhouette by
computing the distance between the silhouette and the
dynamic model as

C t {
an,z‘P(Dn,i'xn,ﬂZn,i)
1
where w, ;, is a weighting coefficient (typically

uniform weights are used, ie, { = 1/I) and D, ; is

a dynamic model in Eq. (2).

V. Experimental results

1. Data sets

The proposed algorithm was implemented in Visual
C++ and tested in Windows 2000 with a Pentium-IV
1.8 GHz CPU with 1GB of memory. The video frames
used in this experiment were acquired with a Sony
DCR~PC330 and Sony DCR-DVD&(b at 15 frames per
second {fps) with a resolution of 320x240. Two
cameras were placed at the front and one side of each
child. All children were five or six years of age and
were in the kindergarten. Fifteen children participated
in this experiment. They were asked to do seven
movements three to five times. The system was
trained on a sequence of 34 tramming video clip sets,
alternating among seven movements [Table 3.

Table 3. Data sets where one set consists of
two videos from two cameras.

Déta sets Movements
__ | | | Wi J| HiBel S|Baj T
Training video sets 51 51 51 5151 5| 4
Test clip sets 8| 8|1 88| 8| 817

After silhouette extraction in incoming frames from
two cameras, the system computed 25 features on
each silhouette. To classify silhouette to motions, the
system computes density estimation based on the
extracted features. We make a dynamic model of each
movement after calculating the average silhouette
with training video clips. Each wvideo clip usually
consists of 5730 frames, and we assume the result
based on 10 frames.



2. Results
Table 4. Classification rate (%) on 550 test
frame sets

tﬁ 4 r __________ _ .
| Cessleaton e T T HBe] S| Ba] T
Frame-based 821 74 100} 65
[17] with two cameras | 93] 89 100 { 56
Proposed method 891 93 100t 74

[Table 4] shows the classification rates of the
proposed method. For comparison, we compute
frame-based classification by estimating motion
frame-by- frame. While frame-based classification
uses only information in each frame, the proposed
method can use classification information in previous
frames. For same test frames, we achieved 77.6%
accuracy overall for frame-based classification and
878% accuracy overall for the proposed method,
respectively we achieved 100% accuracy on
balancing, 94% on jumping, 929 on hopping, 82% on
walking, 80% on stretching, 76% on bending and 70%
on turning. Especially, jumping(]) and hopping(H) can
reduce confusion by using density estimation and
dyvnamic models. For comparison, we modified
Rosenhahn et al [17] by using two cameras [17]. The
modified Rosenhahn’s algonthm achieved worse
accuracies for Hopping, Bending and Tumning, while
it achieved better accuracies for Walking and
Stretching.

Table 5, Confusion matrix on 550 test frame sets

“““ i T

71 0 0 0 5 0 4
J. Jumping O |74 | 6 0 0 0 0
H. Hopping 2 0 75 0 1 0 2
Be. Bending 0 0 C |64 | O 0 | 16
S. Stretching 0 0 0 0 167 1 0 113
Ba. Balancing 0 0 0 0 (80 ] O
T. Turning 0 13 1 0 54

Fote| S& uss ffet A8A 7)H I £ 281

[Table 5] shows the experiment results in a
confusion matrix. The wrong results indicate that
confused as tumning
movement. This 1s because the turning movement
model includes some of bending or stretching
movement. If the sequence model of turming is

other movements were

revised and supplemented, confusion with other
movements can be reduced.

[Fig. 6] shows that as the system is preceded by
sequences, its ability to correctly estimate the motions
in test video clip sets increases. After a few
beginning frames, the estimation rate stabilizes at
80% Bending[Fig. 6](d) and at 100% for Walking
[Fig. 6](a), Jumping [Fig. 61(b), Turning [Fig. 6i(g)
and Balancing [Fig. 6)(f). Stretching [Fig. 6l(e)
showed stable success rate after 7 frames. This 1s
because the part of stretching movement includes
movements similar to turning. Turning's estimated
success rate increased, as frame increased, but the
initial stage frame's success rate was so low that the
lowest estimated success rate was exhibited.

VI. Conclusions and Discussions

This paper pursues to estimate seven fundamental
movements presented in young children’s movement
education. In the existing offline young children's
movement curriculurm, classes were composed to
teach only one movement and were carried out in a
limited way. However, young children can learn
varlous movements at a time through the system
proposed In this paper. The movements used in the
proposed system include the movements that have
not been handled in the existing movement
curriculum, and can help young children learn various
movements. They can also be utilized as reality
interface including virtual learming space.
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Fig. 6 Estimation rate (%) for each movement sequence : X—axis means the number of frames and

y=axis means classification rate(%).

Silhouette was extracted from each image acquired
by two cameras deployed in a right angle, and the
features used for perception and estimation were
extracted from the extracted silhouette. Based on
sequence models by movement using probability
diffusion, 87.5%6 of success rate was acquired.

The method proposed in this paper estimated
movements from the video frames acquired by video
cameras without special tacking equipments, and thus
a low priced movement estimation system was
proposed. Because the method targeted young
children, it showed differences from existing
adult-targeted movement estimating methods. Based
on the method, high efficiency was demonstrated by
applying it to the method using probability diffusion
method.

The system implemented in this research can be
improved in the following methods and further
research can be camed out in the future:

First, estimation success rate for turning has to be
high. Turming movement showed the lowest success
rate at 7/% because turning is obscure compared to
other movements and each young child demonstrates
different movements. A method to precisely estimate

turning movement in the system is required.

Second, the system proposed n this paper can be
utilized in the early childhood educational settings. If
the system is applied as interface for virtual leaming
space, or as game interface, young children can learn
and experience movements under more diverse
clrcumnstances.

Third, from a methodology aspect, people can be
designed as a partially composing model, not
silhouette, so as to analyze movements. Human body
parts are less sensitive to lighting changes, and they
can be Independently detected; therefore, the
performance of component-based human body
detection method is presumed to be better. Extracted
features can also be extracted by transforming them
into component—based features.

Though the proposed method considered the
relationships with previous frames using probability
diffusion, it is needed to apply to a method that
estimates movements by each moving image, not in
the unit of frame. In the future, this research should
use the wvirtual

movement education.

learning system for practical
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