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Korean Spatial Information Extraction using Bi-LSTM-CRF Ensemble Model
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Abstract

Spatial information extraction is to retrieve static and dynamic aspects in natural language text by
explicitly marking spatial elements and their relational words. This paper proposes a deep learning
approach for spatial information extraction for Korean language using a two-step bidirectional
LSTM-CRF ensemble model. The integrated model of spatial element extraction and spatial relation
attribute extraction is proposed too. An experiment with the Korean SpaceBank demonstrates the better
efficiency of the proposed deep learning model than that of the previous CRF model, also showing that
the proposed ensemble model performed better than the single model.
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. INTRODUCTION schemes has been attempted in several ways:
SpatialML[1], Spatial Role Labeling: SpRL[2], and

Tracking spatial information such as location  ISO-Spacel3][4]. For example, a relation, on
and motion in natural language is important for  (book, table), can be annotated in the following
many applications including robotics, question  sentence, where se is a spatial entity with
answering systems and navigation systems. trajector role, ssis a spatial signal representing a

Capturing spatial information with annotation relation, p/ is a place with landmark role.
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Spatial information extraction methods have
also been developed alongside these annotation
schemes,
SemEval using SpRL 2010, 2012, 2013 and
ISO-Space 2015[21[5-7]. While most of recent
methods attempted
extraction based on SVMI8] and CRF[9][10], many

deep learning approaches have been developed

especially through shared tasks in

spatial information

for similar tasks such as information
extraction[11-13] and semantic role labeling[14].

Because there is a difference between spatial
information extraction and other similar tasks
described above, the deep learning methods
developed for those similar tasks should be
modified or re-invented for spatial information
extraction. For example, relation classification, a
subtask of information extraction, determines
relation types between two given nouns among a
set of relations[15] while spatial information
extraction decides explicitly the relation word,
such as ‘on’ in the previous example. Semantic
role labeling (SRL) finds both a predicate and its
The

(relations) are mainly verbs in SRL[16] while they

arguments in a sentence. predicates
can be either prepositions or verbs in spatial
relation extraction.

Mazalov et al. utilized a deep learning program
developed for SRL to process SpRL annotated
text, where spatial signals such as ‘on’ are used
instead of predicates[17]. It was developed for
English text and was based on CNN model that
is widely used for image processing.

In this paper, we propose an RNN-based deep
spatial information

learning approach for

extraction using a
bidirectional-LSTM-CRF ensemble model. We

apply the ensemble model to spatial element

two-step

extraction, spatial relation extraction, and their
integration system with a pipeline approach. The
models are developed for Korean text
considering Korean specific features such as
word-phrases and morphemes[10][18].

Section II describes the proposed deep
learning model. Section III describes the element
extraction and relation extraction models based

The

and discussion follow in

on the proposed ensemble model.

experiment result

Section IV, and conclusion in Section V.

Il. Two—-Step Bidirectional LSTM CRF

Ensemble Model

1. Bi-LSTM model

The CRF model has been proven effective for
spatial information extraction in both English
and Korean texts[4][10]. In this paper, we use a
bidirectional-LSTM-CRF

modification to automatically extract features, of

model with some
which basic structure was used for named entity
extraction by[19].

LSTM is an RNN cell that has the advantage of
learning long sequences. LSTM uses three gates:
input gate (it), output gate (ot) and forget gate

(fol201121]. [Fig. 1] shows a LSTM cell.
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Fig. 1. A Long Short-Term Memory Cell[20]




280 SH=EEEIxEE=2X] 19 Vol. 19 No. 11

We use the following LSTM implementation.
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Equation 1 determines how much of the
previous value to be used. Equations 2 and 3
determine how much of the current value to be
used. Equation 4, which combines equations 1, 2
and 3, is the output of an LSTM cell, where O is
a Hadamard product meaning the element-wise
multiplication of two matrices. Equations 5 and
6 transmit information of the current LSTM cell
to the next LSTM cell.
Bi-LSTM,

using

which  takes
bi-directional input, two LSTMs for
forward and backward LSTMs. [Fig. 2] is a model
of Bi-LSTMI[20].

We also use

B_spatial
signal

‘ other ‘

‘ B_place ‘ B_place

[]

forward

—
-
backward

peyl-ki-ey <BLN>

Flg. 2. A Bi-LSTM model ({BLN) means a blank)

pu-lwi-seyl

2. Bi-LSTM-CRF model

Finally, we use stacked LSTM with two LSTM
layers. The input of the second LSTM uses the
output of the first LSTM. The output of stacked
Bi-LSTM
features of CRF. [Fig. 3] is the spatial elements

is concatenated and used as the

extraction model with stacked Bi-LSTM.

H70fe] 2B “Brussels of Belgium.”
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Sentence:

Ty
\

t t t
vec(peyl-ki-ey) vec(-uy) vec(<BLN>) vec(pu-lwl-seyl)

t t t
Word Embedding | POS | NER | Tag Probability
Vector Tag Tag bit

Word Representation

f ! I !

peyl-ki-ey -uy <BLN> pu-lwl-seyl
Fig. 3. Bi-LSTM-CRF model for a sample Korean
phrase: #7[0j|e] EM “peyl-ki-ey—uy
pu-lwi-seyl”

Korean morphemes are input as vectors in
word representation layer in the model. The
word representation layer is connected with
bidirectional LSTM layer and the output of both
directions is concatenated into new vectors. The
concatenated vectors are used as input for CRF,
producing the final result with IOB prefixed
spatial tags.

3. Bi-LSTM-CRF ensemble model

The Bi-LSTM-CRF ensemble model was further
developed into a two-step ensemble model,
alleviating the data sparseness problem primarily
resulting from small training data sets. [Fig. 4]
shows the model: input is processed by 5
Bi-LSTM-CRF models in the first step, and their
outputs are summed into the input for another
Bi-LSTM-CRF model in the
Randomness in the initial weight and drop out

settings causes each Bi-LSTM-CRF model to be

second step.
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trained with different weights, creating five
different models. Preliminary test has shown that
the ensemble model is more effective than the
simple model so that the two-step ensemble
model is applied to both element and relation

extractions.

Two-step
Bi-LSTM-CRF Ensemble

Bi-LSTM-CRF 2

Bi-LSTM-CRF 1-1 ‘ ‘ Bi-LSTM-CRF 1-2 ‘ .- ‘ Bi-LSTM-CRF 1-5

Fig. 4. Two-step Bi-LSTM-CRF ensemble model

lll. Spatial Information Extraction

1. Overview

Spatial information is extracted in two phases;
elements extraction and relation extraction. [Fig.
5] shows the overview of the proposed system.
The relations can be extracted either from the
previous phase’s results or from the sentences of
golden annotation. The details are described in

the following subsections.

2. Spatial Elements Extraction

Spatial elements extraction targets the seven
elements defined in ISO-Space: place, path,
spatial entity, spatial signal, motion, motion
signal, and measure. Elements are tagged with
IOB tags (total 15 labels) for sequential labeling
with the Bi-LSTM-CRF model: two BI tags for

each of the seven elements and one O tag for

unrelated words.

As word representation of input is important
for model performance, it was carefully
determined to use the following features vectors
with four types of information, forming 196
dimensions:

* Word embedding vector: 100 dimensions of
Korean morpheme embedding, produced
using fastText[22], pre-trained with Korean

SpaceBank corpus of 17K word-phrases and

Sejong raw corpus of 10M
word-phrases[23][24]
* Morpheme-POS tag: 46 one-hot vector

dimensions, including 45 Part-of-Speech tags
for Korean morphemes plus one sentence
boundary marking tag[25].

* Named

dimensions representing the highest and the

entity tag: 35 one-hot vector
second highest classifications of location,
artifacts, and quantity defined in[26].

* Tag probability bit: 15-bit vectors for each
morpheme tag, appearing more than k times
in the training data. (In this experiment, k is

3)

Spatial Relation Information

Relation Extraction IlA
| Relation Selection Rules |

¥

Spatial Role Labeled Sentence

1

| Two-Step Bi-LSTM-CRF Ensemble |

Spatial Elements Marked Sentence

Element Extraction 1|‘

10B Matching

‘ Two-Step Bi-LSTM-CRF Ensemble |

T
Sentence

Fig. 5. Overview of proposed spatial information
extraction system (integrated model)

3. Spatial Relation Extraction

Spatial relation extraction connects previously
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retrieved spatial elements with four relations:
qualitative spatial link (gsLink), orientation link
(oLink), movement link (moveLink), and measure
link (mLink). gsLink, oLink, and mLink are
represented in the triple format <{trajector,
landmark, trigger), where trajector represents
the subject of the relation, landmark represents
the base or ground of the relation, and trigger
explains the relation itself. movelink is
represented in 7-tuples in SpaceEval; however,
we extracted only the triple <{mover, goal,
trigger) which has typically been adopted in the
previous research[9][10].

Relations were extracted in two steps: first,
(trajectors-landmarks or

spatial roles

movers-goals) are determined by two-step
Bi-LSTM-CRF ensemble model; second, trajectors
and landmarks (movers and goals) are connected
with triggers to create triple relations by the
Each

extracted independently so that an element

relation selection rules. relation s

could be involved in multiple relations. [Fig. 6]

shows an example, where the element

“syo-phing-mol” involves in both gsLink and
movelink relation. When an element plays both
in single

the trajector and landmark roles

relation, it is marked as “traland” in role
determination process.
Word representation for relation extraction is

composed of seven information types, forming

295 dimensions. This includes the word
embedding, morpheme-POS tag, and tag
probability bit vectors used in element
extraction. The following vectors are also

included to handle contextual dependency

* Spatial element tag: 15 dimensions of
one-hot vector representing spatial element
tags extracted in the first step of spatial

information extraction.

* Dependency label: 19 dimensions of one-hot
vector representing 8 grammatical tags, 7
functional tags, and etc., described in[27].

* Head's dependency label: 19 dimensions of
one-hot vector representing the dependency
label of the head of the dependency tree.

of head: 46

dimensions of one-hot vector representing

* Main morpheme-POS tag

the main morpheme-POS tag of the head of
the dependency tree.

Sentence: = M2 T Z0 =ABHRACH
“Cheolsu arrived at shopping mall in Seoul.”

A
mover [E= chel-swu ]

[
- nun

landmark
MM E se-wul |

= syo-phing-mol

[0l ey ]

moveLiy (=25t to-chak-ha ]
-RALCt yess-ta.

Fig. 6. Example of one element involving multiple
relations

4. Relation Selection Rules

In this experiment, we set the selection
window size to 17 for gsLink and oLink, 9 for
moveLink, and 10 for mLink respectively. All the
possible combinations of relations are tried in
order to find the legitimate ones within the
respective window sizes and with the following
rules.
* Only spatial signal, motion and measure can
be a trigger. And only place, path, and spatial
entity can be a trajector and landmark (or

mover and goal).
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* A traland is related to the closest trigger in
the dependency tree in mLink, but a tralLand
is related to all triggers within the window
size in gsLink and oLink.

* Null arguments are allowed in moveLink
when sentences do not contain either mover

or goal.

IV. Experiment

1. Environment

We used Korean SpaceBank version 2.1 (minor
error correction of version 2.0), and [Table 1]
shows the statistics of the corpus[23]. This
corpus is used for our 5-fold-cross validation
test, which divides the data at 4:1 ratio for

training and testing.

Table 1. Number of tags in the testing corpus

Elements # tags Relations # tags

place 4,922 gsLink 1,159

path 280 oLink 565
s.Entity 396 moveLink 305
motion 254 mLink 345
m.Signal 249 total 2,374
s.Signal 1,245

measure 282

total 7,628
System configuration for the experiment is

shown in [Table 2]. And all the models were
tested with the following hyper-parameters as
shown in [Table 3].

Table 2. System configuration

CPU intel i7-7700

GPU Geforce 1080Ti 2ea

RAM 48GB

0/s UBUNTU 16.04
Development language python 2.7

Table 3. Model hyper-parameters

LSTM cell size 256 dimension, 2 layers
loss function cross—entropy
optimizer Adam optimizer
dropout rate 0.2
learning rate 0.01
batch size 64
2. Result

The model of Kim and Lee[lQ] is used as a
baseline model, which shows the state-of-art
performance for Korean spatial information
is based on CRF model with

manually provided features and it is retested

extraction. It

with new Korean test data for comparison.

We performed mainly three evaluation tasks:
spatial element extraction using raw text data
(for short, task ele), spatial relation extraction
using given elements (for short, task re)), and
spatial relation extraction using raw text data,
integrating both element extraction task and
relation extraction task (for short, task ire/
which is the ultimate goal of spatial information
These to the task
1.b, 2.b,
Pustejovsky et al. (2015). One substitutional

evaluation task is added for the model of Kim

extraction). correspond

definitions and 1.d respectively in

and Lee[l10], which evaluated spatial relation
extraction from given elements with attributes
(for short, task are), which corresponds to 3.a of
the SemEval task definition. Kim and Lee[10]
uses the attributes of the spatial signal to
distinguish whether the spatial signal is a trigger
of gsLink or a trigger of oLink.

The test result of spatial element extraction
(task ele) is shown in [Table 4]. We used relaxed
evaluation, which accepts the partial extent
matches as correct. These results demonstrate
improved

that the proposed model has

performance than the baseline in averages,
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deep learning model worked
than the CRF baseline
particular, the performance of path and spatial

indicating the
better model. In

entity extraction is better than the baseline
model. These spatial elements are one of the
causes of performance degradation in the
baseline model, which are mainly nouns and
require contextual information to distinguish
them from places: place element is dominant as
shown in [Table 1] and causes data skewness

problem.

Table 4. Spatial element extraction: task ele (F1, %)

Elements Base Prop diff
place 94.0 92.7 -1.3
path 54.0 728 18.8

s.Entity 38.5 42.6 4.1
motion 51.9 66.6 14.7
m.Signal 62.5 60.4 -2.1
s.Signal 82.2 82.3 0.1
measure 88.5 92.0 3.5
mic avg 84.2 86.5 23

Relation extraction task of the proposed model
is processed in two stages: role determination
and relation selection as shown in [Fig. 3]. [Table
5] shows the results of spatial relation role
extraction. [Table 6] compares the proposed
model with the baseline model for spatial
information extraction, showing that all relations
demonstrated improved performance than the
baseline model. (We omitted the mLink result
only because the baseline model did not report
the performance result in the paper.) Especially,
the precision of proposed model increased by
29.8% point in micro average compared with
baseline model, while the recall decreased by
6.9% which

improvements in F1. Note that the task are/ is

point, leads to performance
easier than the task re/ because the link type of

spatial signal is determined or given before the

experiment in the task are/ This fact also
strongly supports that the proposed model is

much better than the baseline model.

Table 5. Spatial relation role determination (%)
Rel Role F1 Rel Role F1
trajector 78.1 mover 85.3
landmark 84.2 goal 65.7
L?:k trigger 94.7 Ti?w\f trigger 91.8
traLand 57.3 - -
mic avg 84.7 mic avg 81.9
trajector 64.7 trajector 63.6
landmark 71.4 landmark 64.3
Licr:k trigger 8b.2 Lirgk trigger 9.7
traLand 26.5 traLand 63.7
mic avg 72.8 mic avg 75.6

Table 6. Spatial relation extraction performance of
baseline and proposed model: task are/ and re/

(%)
) Base(are) Prop(re)
Relation
Pre Re F1 Pre Re F1

gsLink 471 B55.7 51.1 75.3 51.1 60.9

oLink 254 50.4 35.9 67.7 443 53.6
movelink 224 62.2 33.0 40.0 424 1.2
mic avg 3569 55.0 435 65.7 481 55.6

The ensemble model performed better than the
single model both for spatial element extraction

task and for spatial relation extraction task, as

shown in [Table 7] and [Table 8].

Table 7. Comparison of the ensemble model with the
single model for spatial element extraction

task (F1, %)

Elements single ensemble diff
place 91.8 92.7 0.9
path 70.8 72.8 2.0
s.Entity 36.7 426 59
motion 59.7 66.6 6.9
m.Signal 58.7 60.4 1.7
s.Signal 79.8 823 25
measure 89.6 92.0 24
mic avg 84.7 86.5 1.8
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Table 8. Comparison of the ensemble model with the
single model for spatial relation extraction

(F1, %)
Relation single ensemble diff
gsLink 39.3 42.8 35
olink 43.2 474 4.2
moveLink 27.0 25.2 -1.8
mLink 40.7 423 1.6
micro avg 386 1.2 2.6

[Table 9] shows the result of integrated test
(task irel), compared with the method using
(task re). The

integrated task uses unannotated test data, and

annotated spatial element
goes through both spatial element extraction
and relation extraction phases. It is natural that
the performance of the integrated system
decreases because of error propagation from
previous phase. We do not compare the ire/
result with the baseline model because the
baseline model is not implemented for the ire/
task. However, we can conjecture that the
proposed model’s ire/ task performance will be
better than the baseline model's because the

in both

element extraction and relation extraction as we

proposed model performed better

have seen before.

Table 9. Spatial relation extraction using annotated and
un—annotated corpus: task re/ and ire/ (F1, %)

Relation task re/ task ire/ diff
qgsLink 60.9 42.8 -18.1
olLink 53.6 474 -6.2

moveLink 41.2 25.2 -16.0
mLink 49.9 42.3 -7.6

micro avg 54.8 11.2 -136

All the evaluations in this paper are done with

five-fold cross validation test.

V. Conclusion

We have proposed a two-step Bi-LSTM-CRF
ensemble model for Korean spatial information
extraction. The proposed model is the first
application of RNN based deep learning model
to spatial information extraction, as far as we
know. The model adopts ensemble technique,
and proposed word representations suitable for
Korean spatial information, and a sequence
labeling method for multiple relation extraction.

As we developed our models for Korean
version, we mainly compared with previous
state-of-art Korean models using the manually
featured CRF model. We

performance of two factors for comparison:

compared the

spatial element and spatial relation alone. An
experiment using the Korean SpaceBank showed
that our proposed models performed better than
the baseline models. We also implemented and
tested the integrated relation extraction model
for end to end relation extraction.

We used Korean word embeddings trained with
fastText for our Bi-LSTM-CRF model

paper. As a further research, we will use for our

in this

model the contextual word vectors such as
ELMol27] and BERTI28], which show much better

performance in deep learning applications.
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