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Bhstract: This paper proposes a new method of
generating binary random sequences using a
randomly sampled M-sequence. In this paper two
nethods of sampling are proposed. Expected
values of the autocorrelation function of the
sequence generated by these methods are
calculated theoretically. From the results of
computer simulation, it 1is shown that using
these methods, we can get binary random
sequences which have good random properties.
1. Introduction

Binary random sequences are
modulation codes for continuocus wave
spread-spectrum communication.
it 1is required for the sequences
'following properties.
(1) Autocorrelation function (ACF)
sequence has a sharp peak at delay O,
at the other delays ACF is almost
to O.
(ii) The number of 1's in the
almost equal to that of 0's.
An M-sequence is often used as a binary random
sequence, since it satisfies these properties
and can be generated easily by a linear feedback
shift register. However, when the stage length
of the shift register is short, the generated M-
sequence has a short period. 1In order to gene-
rate longer sequences with short stage shift
register, some sequences with nonlinear feedback
have been proposed (1, 2, 3). But the properties
of those sequences are not well known {1}, and
the sidelobes of ACF of the sequences are larger
than those of M-sequence {2, 3].

In this paper, a new method is proposed for
generating binary random sequences using a shift

used as
radar or
In these cases,

to have the

of the
while
equal
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register with short stage. The method is to
sample M-sequence randomly [4, s). Two random
sampling methods are proposed and the expected
values of the ACF of the generated sequence are

calculated theoretically.

2. Random sampling of M-sequence
in case of constant tuple length
Let {ai! denote an n-th degree M-sequence
and N be the period of {a:} .

{a}=a (a,=0or 1)

I
N =

The random sampling method, called method I, is
as follows. First, successive k-tuple of {a:} is
generated. The k~tuple &« 1is given by eqn. (1),

a =(a

i xi’ a

y m
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where T denotes transposition. Then, using a
random number X; (i=0,1,2,----), which is distri-
buted uniformly between 0 and 1, ([k-X:]+1)'th
bit of @w is chosen. Here, [k-X:] denotes the
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maximum integer less than k+Xi . Let {r:} denote

the sequence generated by method I , then
is expressed by {a;} as

{r}-= L iexgr? Feotenar T L

An example of ACF of the original M-sequence
{a:} and ACF of the randomly sampled sequence
{r:} generated from {a:} are shown in Fig.i(a)
and (b), respectively. Here, the characteristic

polynomial of {a&:.} and the tuple length are

OO = x7 +x3 + |

k=5
and the random numbers {X:} are generated by
the random number package which has been
proposed in literature [6].
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(b) in case of randomly sampled sequence {Til}
ACF of {a@i} and ACF of

the characteristic

FOX) =x7 +#x3 +1 .

where
is

{r:}

polyncmial

Fig.1

In this paper, ACF of binary sequence is defined
as follows. First, 1's and O's in the sequence
jre replaced by -1's and 1's respectively using
next eguations.

ar = ¢n% (i=0,1,2,+)

r =T (i=0,1,2,)



Then using @) and T} , ACF of {a:} and ACF

of {r.} are defined by next equations [7].
1 =2 1 M2 a a.
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Here, ® means exclusive-OR operation. Comparing
Fig.1l(b) with (a), ¢.{7) shows a sharp peak at
delay N, while ¢..(1) does not show a striking
peak. To show the characteristics of ¢.{(1) ,

ACF's of {r:} are calculated using 100 different

random number sequences, and their ensemble
average 1s shown in Fig.2.
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Ensemble averaged ACF of {r:} where
the characteristic polynomial is
f](x) = xT +x3 + 1
and the tuple length is 5.

Fig.2

Here, the characteristic polynomial of the
original M-sequence and the tuple length are the

same as those in Fig.1l(b). Using various
characteristic polynomials and tuple lengths,
ensemble averaged ACF's of {r:} are calculated
and it is shown that they show sharp peaks at
delays 1=3-N/k (j: positive integer).
Theoretical values of the ensemble averaged
¢ce(t) are calculated as follows. Taking
expectation of both sides of egn. (2), the
expected value of autocorrelation function
(BACF) of {r;} is given by
L SIENC R
Bl (T =B = (D *]
L} r ®r.
- LS gen™ ® iy )
i@
Since X: is a random number having a uniform
distribution function between 0 and 1, then
PrilkeXiJ=j} = i/k ( Osjsk-1) @
Using egns. (1) and (4), the probability that

r: is equal to @yisj is given as
Pr{rizawi.;} = I/k  ( Ogj<k-1)
Since each element of the random number se-

quence {Xi} is independent, the probability that
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Ti® Trist is equal to Gxi+;
£ k-1) is obtained as

® Aucivmeg (0S5, ¢

Pr{r @ Pi.e3Qii+; ® Qucivmreny

= Pr{r1=ak|n‘}’Pr{f'ivt:ak(;ur)ol}

= /K2
T @i
Therefore, the expected value of (-1) is
given as eqn. (5)
k=1 k-
E[(.l)ri®rxv’r]:l. X:’. e (_l)akuj ®ak(i¢‘c)¢-ﬂ 5)
k2 iTe 1<e
Substituting eqgn. (5) into egn. (3), EACF of
{r:} is derived as
N-1 k-1 k-t
o (kL 55 F (- Phiima (g
Nk? Ta iTe i=e

In this case, if the tuple length and the period

of {ai} are relatively prime, {axi} which is
the sequence sampled every k digit of ({a;} R
becomes an M-sequence of the same degree [8].
Then, rewriting {aw} =1{b:} , @w.; becomes
kivj = aki*;kd = a‘k»(ao;va) = bi'tjd m
where d is the minimum positive integer satis-
fying k-d=1 (mod N) [9] . Using egn. (7), eqn.
(6) is rewritten as
1 Mot kot k- b @b
BLprr(1)] = o T 5 3 () ieia T ivTese
NkZ T8 i=e =@
1 k~1 k-1 .
* e 22 3 goes(r+(-d) ®
j=8 f=a

Here, ¢so(T) is the ACF of {b,} and since {b:}
is an n-th degree M-sequence, ¢,,(t) becomes

1 (C 1=0 (mod N) )
Goe(T) = 9
-i/N 0 C r#0 (wod N) )
Using eqgns. (8) and (9), EACF of {r:} is
calculated as follows.
i) In case of 1 =s-4d (0<ss5k~1),
substitution of T =s-4d into egn. (8) yields,
1 k-t k-t .
Elprc(sd)] = @ Zé E Boo((s+4-j)d) 10)
Since d and N are relatively prime, (s+ £ -j)d

is equal to 0 (mod N),
j-s. Then, from egn. (2)

only when £ is equal to
dos{(s+Q -3)4) is equal

to 1. In other cases, ¢w{{s+t{ -3}d) is equal to
-1/N, since (s+ & -j)d is not equal to O.
Therefore, egn. (10) is rewritten as
Bl (5] = 5 {(kes)- 1 (R-kte))
(N+HD) - (k-s)-K?
R N 1
. an
ii) In case of T=N-s.d (0<s<k-~1),
substitution of 7 =N-s-d into eqn. (8) yields,
l k-1 k-1 .
ELprr(N-s+d)] = @ 22 2 PooN-(L-j-s)d)
i=e 9=9
In this case, @u(N-(2L~j+s)d) is equal to



1 when £ is equal to j-s (s£4<k-1) and
@ (N-( & -j+s)d) is equal to -1/N when £ is
not equal to j-s.Then, EACF of {r;} is given by
1)+ (k-s)-k?
Y a— (12)
iii) In case of 7T #s:d or N-s-d (0<s<k-1),
T+(2-j)d is never equal to O (mod N), then
LS 1
k2 j=8 =8 N
From these results, EACF of {r:} is obtained

as a function of the period of the original M-
sequence and the tuple length. Substituting s=0

into egns. (11) and (12), maximum value of EACF
of {r;} is given by

EL@re(N-s+d)] =

ELBer ()] = - -

max ELgrr (7)) = ELBr (G-N)T  G=Li2,)
N-ktl
= 13
N (13)
In order to verify that these theoretical
values are correct, a computer simulation is

carried out and the results are shown in Fig.3.

ELPr(N) ]
¢ simulated
8.3 —-— theoretical
k=4
/"_A__A——‘—L—O—
8.2 *
k=8
. *
8.1
* k=16
W
4 n
8 5 6 ? 8 9 18 11 12
Fig.3 Simulated and theoretical maximum
values of ensemble averaged {r:}.
In Fig.3, maximum values of the ensemble
averaged ¢..{(r) are plotted, where  the

averaging number is 200, and theoretical values
are calculated by egqn. (13). It is shown that
there is little difference between the
simulated values and the theoretical values.

3. Random sampling of M-sequence

in case of random tuple length
In this section, a new random sampling methogd
is proposed. The method , called method O , i
to sample ([k-X:]+1)'th bit from a ([k- X:]) +1)¢
tuple of M-sequence, where X:i is also a uniforlin

random number between 0 and 1.

Let {q:} denote the sequence generated by
method I , the i-th element of {q:} can b#
expressed using the original M-sequence {a;} ab

qi= aj(i) (i=0,l,2,"')
Since q: is the ([k-X:]+1)'th bit of ([k-X:]
+1)-tuple of {a;} ,the subscript j(i) is given
by

§G) = G- + [keX:1 +1

JCi-2) + [keX;] + [keXioi] + 2
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=043 ke X, ]
=9

Then {q:} can be expressed as follows.

{a}= kg1 Datiexgreteex 1 7 P f e T
23

An example of ACF of {g¢:} and the

averaged ACF of {q;} are shown in Fig.4 (a) and

(b), respectively. Here, characteristic

polyncmial of {a;} and the maximum tuple length

are the same as those in Fig.1(b).
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(b) ensemble averaged ACF of {q:}
Fig.4 Ensemble averaged ACF of {qi} where

the characteristic polynomial is
f(x) = x7 +x3 + 1
and the tuple length is 5.

From Fig.4(b), it is shown that the ensemble

averaged ACF of {¢i} has broad peaks at delay
T =j-Ta (Jj:positive integer) and maximum peak
value is smaller than that of the ensemble
averaged ACF of {r;}.

The delay Te , where the ensemble averaged
ACF of {q:} shows maximum value, is calculated
theoretically as follows. Let L, be the mean
length of {qi} which can be generated using N
elements of {a:} . Then ¢: and di+, are ob-
tained by sampling at the same part of <{a:} .
Therefore, when delay is equal to L, , the
ensemble averaged ‘ACF of {qi} shows maximum
value. Let ja be the mean length of {&:} , which
is necessary for generating one element of {q:},

then l¢ 1is given by Jjs as

L = Wi, (19)
Since X; is a uniform random number between 0
and 1, j, is given from eqn. (4) as

i = ELCD-jCi-1)] = g @+1)-Prilk- X, 10}

K+l
5 (15)

=0

Sy
= k



Substituting eqgn.
Tn is given by

]
n T e
From the result of computei simulation, it is
shown that there is little difference between
the observed delays 7w 's and the theoretical
delays in egn. (16}.

Maximum value of the ensemble averaged ACF
of {g;} 1is also calculated theoretically as
follows. Let A be the number of places where
qi and ¢i++ agree, and D be the number of
places where they disagree. Then ACF of {¢;} is
rewritten as

PaaT) =

(15) into egn. (14), the delay

(16)

T

A-D
N an
When delay is not equal to Tm, A is almost equal
to D. Then from egn.(17), ¢ (1) is equal to O.
However, if delay is equal to Ta , the
probability that Jj(i) is equal to j(i+ Tm )
becomes large, Therefore, the ensemble averaged
ACF of {qi} shows maximum value. In this case,
it is assumed that the summation of the probabi-
lity of j(i)=j(i+ Ta ) is equal to A-D. Then
from eqn. (17), the expected value of

¢aa(7a) 1s given by

-1

,_
z

Elpaa(7a)] = N Priilid=iCivra)}
1 N1 N-t .
e E E PrijCid=0-Pr{jCi+Ta)={}
_ l N-1 N-1 .
i ):E Z_; Pr{jCid=g})2 18
In eqn. (18), the probability of j{i)=g is

given by next equation,

PriiCi)=1} = % 3:; Pr{iCi-1)=£s-1 (mod D}

where
17k (0= £ <k-1>
Pr{j0)=1} = {
0 (ks £ sN-1)
?Sm
2.5 @ method I (simulated)
B.4 X method I (simulated)
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Fig.5 Simulated and theoretical maximum
values of EACF of {r:} and {4:}
where the characteristic polynomial

is f(x) =xT +x3 + 1 .

A computer simulation is carried out and the
result is shown in Fig.5. In Fig.5, the maximum
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values of the ensemble averaged ACF of {r:} and
{qi} are plotted, where the averaging number is
1000 and the characteristic polynomial of the
original M-sequence is the same as that in
Fig.l. The sclid lines in Fig.5 are the
theoretical values calculated by egns. (13) and
(18) . From Fig.5, it is shown that the
thecretical values show good agreement with the
simulated values. It 1is also shown that the
maximum values of the ensemble averaged ACF of
{q.} are smaller than those of {r;}.

4. Conclusion

A new method is propcsed for
binary random sequences using randomly sampled
M-sequence. In this paper, two methods of
sampling, called method 1 and method NI , are
proposed. The EACF of the sequences generated by
method 1 are calculated theoretically. And in
case of the sequences generated by method U ,
the maximum values of the EACF are also
calculated theoretically.

Computer simulations are carried out and it
is shown that these theoretical values show good
agreement with the actual values. It is also
shown that the maximum values of the EACF of the
sequence generated by method @ are smaller than
those of the sequence generated by method I .
From these results, we see that method II
is better than method I in orderx to get binary
random sequences having good random properties.

generating
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