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ON OVERLAPPING TERRITORIES SATISFYING CARDINALITY CONSTRAINTS
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Abstract: Given a network with k
specified vertices bj called centers, a
cardinality constrained cover is a family
{Bj} of k subsets covering the vertex set
of a network. such that each subset Bi
corresponds to and contains center bj.
and satisfies a given cardinality
constraint. A set of cardinality
constrained overlapping territories is a
cardinality constrained cover such that
the total sum of T(Bi) for all subsets is
minimum among all cardinality constrained
covers. where T(Bilis the summation of
the shortest path lengths from center b
to every vertex in B;.

This paper considers a problem of
finding a set of cardinality constrained
overlapping territories. and proposes an
algorithm for the problem which has the
time and space complexities are O(kS:V@)
and O(KIVI+IE!). respectively. where V
and E are the sets of vertices and edges
of a given network. respectively. The
concept of overlapping territories has a
pPossibility to be applied to a job
assignment problem.

1. INTRODUCTION

Let N = (G,]1) be a network such that
G is a undirected connected graph with
vertex set V and edge set E, and 1 is a
function assigning a nonnegative real
1umber 1(e), called edge length, to each
rdge e€E, In the network, kK vertices bl’
D9 senny bk are specified, which are
called centers or generators. For each
center bi’ Bi denotes a set of distinct
vertices containing bi’ and if family BB
= { B; )} of these sets B, (1SiZsk)
satisfies the equality UX, B, = Vv, that
is, the union of subsets B; of V is equal

to V, then BB is called a cover of V. In
the fonllowing, we denotes a cover BB = {
B, 1=isk } simply by BB = { B; ).

In a given network N, the distance
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d(u,v) from vertex u to vertex v is the
shortest path length from u to v, where a
length of a path is the total sum of edge
lengths in the path., For subset Bi of a
center b;, let us define

TB = EVEBi d(b,,v),

and for a c¢over BB = { By}, let
T(BB) = EBiEBB T(B.

BB with the minimum T(BB)
among all covers is called a set of
overlapping territories, and cach subset
Bi of BB is called a territory of bf. We
can easily see that if there is no
constraint the cardinality of each
subset Bi’ then overlapping territaories
BB is a (ordinary) terviteries, that is,
each territery is pairwise disjoint and
the cover BB is an exact coaver
partition of V.

A cover BB is called a cardinality
constrained cover (abbreviated simply CC
cover), if the cardinality {Bii{ of each
subset Bi of BB satisfies a given condi-
tion M; = Byt 2 N; for the subset
specified by two integers Mi and Ni such
that

£k oM o= vis ok ow.

i=1 i i=1 i
A CC cover BB with the minimum value
T(BB)Y among all CC covers is designated
as a set of cardinality constrained
overlapping territories (abbreviated
simply CCOT.

In this paper, we consider a problem
of finding a CCOT under the assumption
that two integers Qj and Rj are assigned
to each vertex vj such that vertex v
must belong to Qj

Then, a cover

an

or a

different subsets and
may not belong to more than Rj different

subsets, where these Qj and Rj satisfy
the following conditions:
1 £ Qj = Rj £ k, for 155Kk,
K .
Lisg My = Evjev Rj,
3 K r
ijev Qi = Zl=1 I\l‘
Hence, if Qj = Rj = 1 for every vertex
v,, then a desired CCOT becomes a

set of cardinality constrained (ordinary)

territories. Moreover, i{{ there is no



sardinality constraint on every subset
B;, then territories can be obtained from
a Voronoi diagram[l’ZJ on network N by
putting every vertex with more than one
nearest centers into one of the Voronoi
polygons of the nearest centers.

The concept of CCOT has a possibil-

ity to be applied to a scheduling
problem, especially a job assignment
problem. For example, each project (or

job) corresponds to a center (repre-
senting project leader) and has two
integers M and N such that at least M and
at most N persons (or processors) are
necessary to execute the job. Each
employee (or processor) corresponds to a
vertex and has an integer R representing
the number of jobs which can be performed
simultaneously. Graph G of network N =

(G,1) denotes connection between persons
(or processors) and edge length indicates

distance or strength of the connection.
In such a model, CCOT gives an optimal
job assignment such that all the jobs are
executed in a short time

In the following, we use basic
terminologies of a graph and a network
without definitions (See [3,4]1 for
definitions).

2. ASSOCIATED GRAPH AND UPDATE PROCESS

Given a CC cover BB = ({ B; ¥ for
network N = (G,1), let us define a value
1*(bi’vj) for center bj and vertex v, in
subset Bj and center b, in subset B; as

follows;

l*(bi,vj) = d(bi,vj) d(bj,ij
Then, this value represents the increment
of T(BB)> caused by displacing v from Bj
to Bi' Namely, let BB' be a CC cover

obtained from BB by displacing v
to B;, and we have

T(BB') = T(BB) + 1*(bi,ij

With the use of this value, we
define a weighted digraph G#(BB) for a CC
cover BB, which is called the associated
graph of BB, as follows:
(i) Each vertex b;*x of G*(BB) corres-
ponds to a subset B; of BB.
For every ordered pair (bi*,bj*) of
distinct vertices such that Bj - Bi
(bj) contains at least one vertex Vis
there exists a directed edge incident
from b;* to bj* with the length
1*(bi*,bj*) such that

l*(bi*,bj*)= min { 1*(bi,ij
vjEBj—Bi-(bj) Y.

from Bj

i
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For an edge e#* =
let head(e*) be a vertex v
1*<bi*,bj*) = 1*(bi,vj),
easily see that there holds the following
equality for a CC cover BB' obtained from
BB by displacing head{(e#*) from Bj to By:

T(BB') = T(BB) + I*(b;,head(e*)
= T(BB) +1*(bi*,bj*L

Let us conduct this displacement process
repeatedly for every edge ex on an
elementary dipath Px of G*(BB).

(bi*’bj*) of Gx(BBY,
such that
and we can

<(UPDATE PROCESS OF A COVER>

Step-1: Let bil*, b ¥,..., b, *

be
II'

i,

vertices appeared in this order

on an
elementary dipath P*, and set q = r -
1.
Step-2: While g > 0, conduct step-3 with
respect to edge eq* = (bi *’bi *) on
q q+l

P,

Step-3: Displace head(eq*) from Bi to

g+l
Bi , and return to step-2 by setting q

q
= q - 1.

By BBIP*], we denote a cover
obtained from cover BB by this UPDATE
PROCESS with respect to a dipath P% of
G*(BB). Then, subsget Bil and Bir of

BB{P*x] = {( B; } has exactly by one vertex

more and less than the corresponding

subsets Bil and Bi of BB, respectively,
r

and other subsets of BB{P%] have exactly
the same number of vertices as those of
BB. Moreover, there holds the following
lemma.

[Lemma 11}

Let P* be an elementary path from
bji* to b; * in G*x(BB) which contains no
cycle of negative length, and we have the
following inequality;

T(BBI{Px1) = T(BB) + d*(Px*),
where d*(P%) is the length of dipath Px
Gx(BB). Moreover, if Px is a shortest
path from bil* to bir*' then the equality
holds.

The proof of this lemma
here.

This lemma indicates the following
fact. Namely, let BB be a cover such
that G*(BB) has no cycle of negative
length, and let BB' be a cover obtained
from BB by displacing a vertex v. from Bj
to B;. Then, by applying UPDATE PROCESS
stated above to BB with respect to
shortest path Px from bi* to bj*, we can
construct a cover BBIP%] such that T(.)

in

is omitted



value is not greater than BB', that is,
T(BBLP*1) = T(BB) + d*(Px) S T(BB",
and every subset Bi of BBI{P#*] has the
same number of vertices as that of BB'.
Moreover, let L% be an elementary
cycle of G*(BB), and we can regard L% as
a dipath starting from and ending at the
same vertex. Therefore, if we apply
UPDATE PROCESS to BB with respect to this
L*, then we have a cover BBI[L#*1 such that
every subset has the same number of
vertices ags that in BB and there holds
T(BBLL*1) = T(BB) + d*(Lx%),

where dx*(LL%) is the length of cycle L*.

3. BASIC THEOREMS

In this section, we consider a
method to modify an overlapping territo-
ries BB to a CCOT with the use of UPDATE
PROCESS with respect to a shortest dipath

in the associated graph G*x(BB). To do
this, we have to define the following
four sets er*, Bex*' Bls"" and Bst* of
vertices of G*(BB) with respect to a
cover BB,

B {byx 1 My Byt o},

Beox* Cby*x 1Ny < UByt 3,

Bygx = ( byx 1t IByl < Ny},

Bgy* = ( byx 1 iBjt < My},
where M-1 and Njy are two specified

integers representing constraints on the
cardinality of subset BiEBB. From the
definitions, we can readily see that er*
D Bex*' Bst* [ Bls*' and BB is a CC cover
if both Bex* and Bst* are empty.
Moreover, a set of territories BB is a
desired CCOT, if both Bex* and Bst* are
empty and every v. is contained in more
than Qj-1 and less than Rj+1 subsets. We
also see that s5ubsets Bj and Bi
corresponding to vertices bj*Eer* and
bi*eﬂls*’ respectively, are the ones
which satisfy given cardinality con-
straints even if the numbers of vertices
in the subsets are decreased and
increased by one, respectively.

[Theorem 11

A given CC cover BB = { B; I My =
Byt = Ny, 1=iSk } is a CCOT, if and only
if the associated graph G*(BB) of a CC
cover BB contains neither a cycle L% of
negative length d#(L%) < 0O nor a dipath
Px* of negative length dx(P%) ¢ 0 from a
vertex bi*EBls* to a vertex bj*eer*.

We

omit the proof.
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This theorem indicates
and sufficient condition for a CC cover
teo be a CCOT, the following
theorems imply a method to modify a set
of overlapping territories ta a CCOT. We
also omit the proofs of theorems.

a necessary

while

the

[Theorem 2al

In the associated graph G*{(BB) of a
CCOT BB = ( B; | M; = Byl = N;, 121k 3,
let PO* be a shortest dipath
vertex bs*' corresponding to subset BS
with Mg = 1B ! S N, to a vertex bj* e
Bpr*, and let BBIP4%1 = BB’ = {B;'} be a
cover obtained from BB by UPDATE PROCESS
with respect to Py*. Then, BB{Py*]1 is a
CCOT such that subset BS' corresponding
to bg* satisfies M +1 = Byt = max{ N
‘Bgi+t+l }, and any other subset By’
satisfies M; = IB;'t = Nj -

from a

{Theorem 2bl

In the associated graph G#(BB) nf a
CCOT BB = { By I M; = By = N., 1212k ),
let Py* be a shortest dipath from a
vertex bj*EBls* to a vertex bt*’ corres-
ponding to subset By with My = Bt = Ny,
and let BBI[Py*] = BB' = (B;"} be a cover
obtained from BB by UPDATE PROCESS with
respect to Po*. Then, BB[PO*] is a CCOoT
such that subset By’ corresponding by o*
satisfies min{ Mg, IBgl-1 3 = 1By =
NS—I, and any other subset B]-' satisfies
My & B! = Ny

In order to devise an
find a CCOT by using these
have to introduce a dummy center by
network N such that by,
connected with every vertex vj (including
centers) by edges (bk+1"’j) of zero
length l(bk+1,vj) = O, and the corres-
ponding subset Bk+1 has the cardinality
constraint such that My, _,

algorithm to
thenrems, we

into is

= Nypyyp = 1.
This dummy center by, and its subset
Bkﬂ are uscd to handle the multiplicity
vertex, such a way that Bk+1

contains by,, and vertices vy each of

of a in

which is contained in less than Qj (or
Rj) subscts of ¢ By ! 15i2k }, and By
ts reconstirucled, every time a CCOT is
updated. Henceforth, we denote by mj the
number of multiplicity of vertex vj in
subscts Bl’ B'.Z”“' Bk‘ that is, the

number of subsets By, (1Si=k) containing
V-

The
algorithm

autline of the

is as follows:

praoposed



Firstly, each subset B; (1=2iZk)
contains center b; alone, and subset
By,] contains by, and vertices v; such
that m < Qj. Then, we can easily see
that the cover BB® = ( B, I 1Sisk+1)
thus obtained is a CCOT such that each
B; O asisk satxsfles 1 = IB; 0y g N; and
subset Bk+1 sat13f1es 1 = 2§k+10: s VL
Moreover, let By %" and Bpr* be the sets
of vertices 51m11ar1y defxned to Bst* and

er* in G*(BB ), respectively, then Bst*o
C {by* P 1515k ) and Bp,* = Bgoy* =
(byiplt-

Secondly, UPDATE PROCESS is applied

to this BBO with respect to a shortest
dipath Po* from a vertex bs*EBst*O to
bk+1*’ and we can see from Theorem 2a
that cover BBl = BBO[Py%1 obtained by
UPDATE PROCESS w1th respect to Pox is a
CCOT such that B EBB corresponding to
bgy*x satisfies 2 =.B 1: 5 Ng and any
other subset BileBB1 satlsfles the same
constraint as in BB Then, we
reconstruct By,, of BB! as a subset
containing by,; and vertices such that m;
< Qj, since the vertex displaced from
Bx+1C by UPDATE PROCESS may be contained
in Bk+1

Thirdly, the process described above
are repeated until By, * becomes empty or
Bk+1 = (bk+1)- if Zl‘élMi > ZVJEVQJ’ then
we have By, 1 = (by,y) and B xM # ¢
after a certain number, say h, of
iteration; otherwise there holds Bst* =
¢, before Bk+1h becomes {by, }.

In the case of Bk+1h
have a ccoT Bah
is contained
each subset

= {bys1}, we
such that every vertex v
in Qj different subsets,
B,=BB satisfies

J
and

: h
: h h
if B1 E\BBSt »

= Ny
where BBsth is a family of subsets B,

h

corresponding to a vertex ba*EBst* anc

Mih is an integer egual to:BihL Thus
we reconstruct Bk+1h of BB" as a subset
containing by,, and vertices vj such that
mj < Rj, and repeat UPDATE PROCESS
similarly to the above. Then, we finally
obtain a desired CCOT when Bgy* becomes
empty.

In the case when B st* becomes empty
in the h-th iteration, if Bk+1 = {by4qy!
at that time, then we have a desired CCOT
BBh at the same time. Otherwise, we have
to distribute the remaining vertices in
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Bk+1h exclusive of bk+1 to appropriate
subsets, Thus, by using Theorem 2b, we
repeat UPDATE PROCESS with respect to a
shortest dipath from a vertex of Bls* to
bysg*, until By, becomes a singleton.
Then, we finally have a desired CCOT. In
the repetition, we have to reconstruct
Bk+1 as a subset containing bk+1 and
vertices vj such that mj < Qj, every time
a cover is updated.

4. ALGORITHM

Before describing the details of the
proposed algorithm, let us consider a
method to find a shortest dipath
associated graph Gx(BB).

Although a given network N has no
edge of negative length, the associated
graph Gx(BB) of a cover BB may have such
an edge, and hence we cannoct use
Dijkstra-like algorithmt33) for finding
a shortest path. However, in each
iteration of the algorithm, the associat-
ed graph G*(BBh)is constructed for a
certain CCOT BBh, and hence we can see
from Theorem 1 that G*(BBh) has no cycle
of negative length. Therefore, as is well
known in algorithms for the minimum-cost
flow problem[aﬁl, we can modify the edge
length 1*(e*) of each edge ex*x= (b *,b *)
in Gx(BB ) to a nonnegative edge Iength
l*%{e*) by the following equation;

k(b %, b, %)

= Ix(by*,byx) + p(b %) - p(b %),
where p is a function assigning to each
vertex v. a nonnegative real value p(vj)
(usually the distance from the origin of
the generated shortest path). By this
transformation, the length d%(L%) of a
cycle L*x is not changed, and the length
d#(P%) of a dipath P% from bg* to by* is
changed to d*x(P%) = d*(P%) + plbg*) -
p(bt*), and hence if p(bs*) = 0, the
original length d*(P%x) of dipath Px*
given by dx(Px) = dx*(P%) + P(by*).

The detailed description of the
proposed algorithm is as follows:

in an

is

<Initialization Step>

I-1: For every pair of center bi and a
vertex Vi calculate the distance
d(bi’vi) from bi to vj, and store
them in order to calculate 1*(bpvj)
easily.

I-2: Let By = ( b; ) and p(b;j*) = 0
for 1 £ i £ k+1. Then, BB = { B; 11
5 1 £ k+1 } and T(BB) = 0.



[-3: Set flag = 0, which indicates what
vertices are added to subset Bysy-
<lteration Step>
[r-1: If flag = 0, then vertices v
such that m < Qj are added to
Bk+1: otherwise (flag = 1), vertices
v such that m ; < Rj are added, where
m is the number of subsets B
(12i5k) containing vertex v

If By, = {(by,y) and Bgyx = ( by=*
P iByl <My ) o= ¢, then BB -~
is a desired CCOT,
terminate.

and hence

If By, = {byyq} and Bg,.*
# ¢, then set flag = 1 and return to
I1-1. If Bk+1 # {bysy} and Bst* = ¢,
then go to III-1.

II-3: Construct the associated graph
G*(BB) of BB = { B; | 15i=k+1 ), and

modify each edge length 1*(bi*,bj*)

to
l**(bi*,bj*)
:1*(bj*'bj*) + p(by*) -p(bj*).
In network (Gx(BB),1*%), calculate
the shortest path length D(b;*) from

a vertex in Bst* to each vertex bi*

Then, let P*¥ be a shortest dipath

from a vertex b x&B % to by,y* whose

length is D(bk+1*L
Apply UPDATE PROCESS

respect to P¥%, and set

T(BB) = T(BBY + Dby, %) + pPlbyiy*).

T1-6: Return to II-1, after setting
p(bi*) = p(bi*) + D(bi*) for each
1 =21 = k+1 and By,; = {by,yl.

<Distribution Step>

‘II-1: Construct the associated graph
G*(BB) of BB and modify the edge
length as described 11-3.

[T1-2: Introduce a new vertex bg*x and
edges (b 0¥ ,bi ) of lengths
Pak(bgk,b;*) = - p(bi*) incident from

Bygk = { byx

I1-4:

1I-5: to BB with

in

bp* to vertices byx
PiByt O Ny b
IT1-3: Calculate the distance D(b;%) from
vertex bp* to every vertex b;*, then
let P¥ be a subpath from a vertex of
Big* to byp,y* of a dipath from by to
bysy* whose length is D(by %),
111-4: Apply UPDATE PROCESS to BB with
respect to Px%, and set
T(BB)=T(BB) +p(by,q*)+ D(by,q*).
Then, let Bk+1 be a set containing
bysy and vertex v; such that m; < Qj.
I11-5: then BB -
{By,1} is a desired CCOT, and hence
terminate. Otherwise, return to IIlI-1
after setting p(bi*) = p(bi*) +
D(b;*) for each 1 = i = k+1.

o1

If Byoq = (by,qt,
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During <lteration Step> in the algo~
rithm, the number of vertices in a subset
Bs corresponding to a vertex bs*EBst*
increases one by one, and the number of
vertices in Bst* decreases gradually.
Therefore, every time a shortest path
from a vertex in By * is calculated in
I1-4, thevre holds p(bs*) = 0 for every
bS*EBSt*. Thus, T(BB) value is correctly
computed in II-5.

fn III-2 of the algorithm, we
duced new edges of negative lengths.
These edges and lengths are used for
finding a shortest path from a vertex bi*
of Bls* to bk+1* correctly. Although
these edge lengths are negative,
use Dijkstra-like algorithm, since such
edges are all restricted ones. Thus, we
*an prove the following lemma which is
used for verifying the correctness of the
algorithm, although we the

intro-

we can

omit proof,
2]

the associated
cronstructed any of the
algorithm, we can caloeunlate distance DO
correctly by Dijkstra~like algorithm.

[Lemma

In graph G*x(BB)

in stage

Finalty,
space complexity of the algorithm,

It difficult to see that
space complexity is O(kIVI+IED,
O(kiVi) space is necessary for storing
distance d(bi,vj) for every pair of
center bi and vertex Vi 0k for an
associated graph G*(BBx%x), and QOOVI+!EH
for all others, V and E are the
sets of vertices and edges of a given
network, respectively.

As for the time
{Initialization Step> from I-1 to 1-3
regquire O(k:V:E) time, since the
distances from a single source to all
vertices can be calculated in OGV:2) by
Dijkstra-like shortest path algorithm.
The construction of an associated graph
11-3 or I7I-1 requires 0(k2:vn time,
since we have to check all pairs of sub-
sets and each subset may have 0(V!)
vertices., The distance calculation
[1-4 or 111-3 can be executed in O(k2)
time by Dijkstra-like algorithm, and all
other processes can be done in O(K) time.

wae consider the time and

is not the

since

where

complexity,

in

in

Therefore, one iteration of <(Iteration
Step> from 11-1 through 11-6 or
{Distribution Step> from [{I-1 through
111-5 requires O(kZ!V!) time. On the

iterations of
<{Distribution Step>

ather hand, the number of

<Iteration step> or



is at most kiV! times, since every subset
g; (12i3k) has at most iVi vertices and
exactly one vertex is added to a subset
B, (1=iSk) in II-5 or III-4. Thus, we can
see that the time complexity of the

algorithm is 0(k3vi®H totally.

5. CONCLUSION

In this paper , we have considered a
problem of finding a set of overlapping
territories which satisfies given
cardinality constraint on every territory
and multiplicity constraint on every
vertex, and have proven a few theorems
which imply an algorithm to find a set of
cardinality constrained overlapping
territories in O(kBIV:Z) time, where Kk
and (Vi is the numbers of centers and
vertices of a given network, respec-
tively. Similar discussion can be done
when each center and/or each vertex have
weights, and T(BB) is defined with the
use of these weights.

Concerning territories, there
remains some problems to be considered,
among which of primary importance is a
problem of finding territories such that
each territory B; induces a connected
subgraph of a given network.
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