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Abstract

This paper gives an overview of HIGIPS design concepts
and prototype HIGIPS configuration, and discusses its ap-
plication to recognition of the 3-D motion of a human arm.
HIGIPS which employs the combination of pipeline architec-
ture and multiprocessor architecture, is a high-speed, high-
performance and low cost NxM multimicroprocessor paral-
lel machine, where N is the number of pipeline stages and
M is the number of processors in each stage. The algorithm
to recognize the motion of a human arm with a single TV
camera was developed on personal computer (NEC PC9801
series). As a constraint condition, some simple ring marks
are used. Each joint of the arm is attached with a ring mark
to obtain its centroid position when the arm moves. These
centroid positions in the three-dimensional space are linked
at each of the successive pictures of the moving arm to re-
cover its overall motion. This algorithm takes about 2 sec-
onds to process one image frame on the general-purpose per-
sonal computer. This paper mainly discuses how to partition
this algorithm and execute on HIGIPS, and shows the speed
up. From this application, it is clear that HIGIPS is an
efficient machine for image processing and recognizing.

1. Introduction

Image processing can be classified into low-level
processing and high-level processing according to the
degree of difficulty in processing. Low-level image proc-
essing can be performed at video rate in recent years.
But high-level image processing has not yet so far. On
the other hand, image processing machines can be clas-
sified into 1) fully parallel processor; 2) local parallet
processor; 3) pipeline processor; and 4) multiprocessor.
To perform the real-time high-level image processing
and analysis, authors analyzed the advantages and dis-
advantages of these four kinds of machines, and on the
basis of this analysis, proposed a new architecture for
this purpose[1]. This new architecture is the combina-
tion of the pipeline architecture and multiprocessor ar-
chitecture, i.e., the system in whole employs the pipeline
architecture, and each stage of this pipeline employs
multiprocessor architecture. This combination preserves
the advantages of both and remedies each other’s disad-
vantages. According to this new architecture, a proto-
type machine, named as HIGIPS, has been designed and
developed. HIGIPS is a high-speed, high-performance
and low cost NxM multimicroprocessor parallel ma-
chine. At present, a three-processing-stage HIGIPS
{N=3) is fully operational and has been in use in study-
ing and developing parallel image processing algo-
rithms. This paper discusses its application to the recog-
nition of the 3-D motion of a human arm.

2. Architecture Overview of HIGIPS

The following is a brief description of HIGIPS archi-
tecture. Much of it is summarized from [1] to [3].

stage N

PIU: Picture Input Unit, MM: Memory Module,
PM: Processor Module, SC: System Controller,
POU:Picture Output Unit,

PPU: Picture Processing Unit.

stage 1

Fig.1. Block diagram of HIGIPS.

Fig.1 shows the block diagram of HIGIPS. As re-
lated before, HIGIPS is a Nx M multimicroprocessor sys-
tem which combined the pipeline architecture and multi-
processor architecture, i.e., the system in whole employs
the pipeline architecture and each stage of the pipeline
employs the multiprocessor architecture (where N is the
number of pipeline stages and M is the number of mi-
croprocessors in each stage). The whole HIGIPS system
consists of PIU (abbreviation of Picture Input Unit), N
PPU’s (Picture Processing Unit), POU (Picture Output
Unit), and SC (System Controller). Therefore, the num-
ber of the entire pipeline stages will be N+2, if to con-
sider PIU and POU as one stage of HIGIPS respectively.
Each PPU acts as one stage of the entire pipeline. PPUi
(i=1, 2, ..., N) has the identical construction, and is com-
prised of a PM (Processor Module) and a MM (Memory
module). For convenience, PM and MM included in
stage PPUi are noted as PMi and MM separately.

The pipeline performance of HIGIPS is obtained by
arranging PIU, PPUy, ..., PPUy, POU in a line and mak-
ing them work synchronously.

MM is the global memory (GM for short) of PPU:
for storing image data. MM consists of memory banks
Miz, Miz2, bus switches BS:, BS:’, and it functions as a
time-sharing dual port memory. For PPUi (i=], 2, ..., N),
when BSiis set ON and BS:’ OFF, Miz is connected to
PMi-1 of PPUi-1 and Miz to PMi of PPUi. This state of
MM is called phase A. Likewise, when BSiis set OFF and
BS:’ ON, Mi: is connected to PM: of PPU: and M2 to
PMi-1 of PPUi-;. This state of MM is called phase B. The
pipeline performance of the entire HIGIPS is obtained
by this two phase action (i.e., to set BSi and BS’ ON/
OFF alternately) of the time-sharing dual port memory.

PM: is a multiprocessor which includes M general-
purpose microprocessors (NEC pPD2016). One of them
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works as a sub-controller (SUBC), and others are slave
processors (SMPU). SUBC manages all SMPU’s in a
stage, and SUBC'’s of all the stages are controlied by SC
via the parallel interface bus (GP-IB). SUBC and
SMPU’s are composed of the local memory (LM), bus
controller, bus arbiter, programmable parallel interface
(8255), and serial interface (RS-232C). The different be-
tween them is only that SMPU does not include GP-IB
interface. LM is for storing image data, user program,
and monitor program. All SUBC’s and SMPU’s are
autonomous processors.

Moreover, each stage has a common ROM (CROM)
in which the minimum monitor program for starting up
is burned. Whenever the whole system gets into the
steady state, CROM is detached automatically. SUBC
and SMPU are employing the same monitor program.
SUBC and SMPU’s can access GM randomly via the
common bus. The bus requirement is arbitrated by the
arbiter on each board.

PIU consists of the video-camera (TVC), A/D con-
verter module (ADM), picture input unit controller
(PIC), and image memory module (MM:x). Under the
control of PIC, the analog signal from TVC is digitized
and stored into MMin. On the other hand, PIC is man-
aged by SC via GP-IB interface bus.

POU is composed of the picture output controller
(POC), image memory module (MMour), frame buffer
memory (FBM), D/A converter module (DAM), and
RGB analog display. The processed image is output
from MMowu to display via FBM under the control of
POC. POC is also controlled by SC via GP-IB interface
bus.

SC manages all autonomous processors by control-
ling PIC, POC, and SUBC’s in each stage. And also, it
provides the programming envircnment of the whole
system. The monitor program and image processing pro-
gram are all developed on it.

Table 1: Some hardware characteristics of HIGIPS

Characteristics Individual Processor HIGIPS
(N=3, M=2)
Instruction/s (maximum) 4.0%x108  3.6x107
Multiplies or divides/s 2.0x105- 1.8x108-
2.5x10% 2.25x108
Pipeline bus rate (bytes/s) 8.42x105 8.42x 105
Program load rate (bytes/s) 1.0x10®8  1.0x106

Some hardware characteristics of each individual
HIGIPS processor and those of prototype HIGIPS (N=3,
M=3) are summarized in table 1. At present, the proto-
type HIGIPS employs nine processors, so its processing
speed is around nine times of that of an individual proc-
essor. A higher processing speed can be certainly ob-
tained by increasing M (the number of processors in
each stage). The maximum valus of M for the prototype
HIGIPS is eight.

3. Recognition of the 3-D Motion of a
Human Arm
This section discusses the recognition of the 3-D
motion of a human arm. Before going further, it is nec-

essary to simply summarize the prototype HIGIPS again.
The prototype HIGIPS consists of a PIU, three PPU’s,

and a POU. Each PPU is comprised of a SUBC and two
SMPU’s, and works as one processing stage of HIGIPS.
PPU’s are numbered as PPU;, PPUz and PPUs, they are
corresponding to stage /, 2, and 3, accordingly. Like-
wise, SUBC included in PPU: (i=1, 2, 3) is numbered as
SUBC;:, and SMPU’s included in PPUi are numbered as
SMPUir and SMPUiz separately. All processors of
HIGIPS (SUBC’s and SMPU'’s) are running at 8-MHz,
and the maximum input image size of PIU is 640x400
bytes. For this algorithm, the input image frame with
the size of 320x200 bytes is used. On this basis, let us
relate how HIGIPS performs the recognition of the 3-D
motion of a human arm.

.

Image Input

[Feature Points Extractorl

!

[Recognition of 3-D Positionl

—

{Simulation J [Manipulationl
I I

Fig.2. Block diagram of the algorithm for
recognizing 3-D motion of a human arm.

3.1 Algorithm Description

The algorithm for recognizing the 3-D motion of a
human arm was developed on personal computer (NEC
PC-9801 series) as shown in Fig.2[5].

Before explaining this algorithm, let’s relates the
constraints for this algorithm. They are shown as fol-
lows.

(1) Four kinds of marks are attached to shoulder,
elbow, west, and fingertip, respectively as shown
in Fig.3. Mark 0 is comprised of a line and two
discrete points. Mark 1 is a ring with a gap.
Mark 2 and mark 3 are the same shape with
mark 1 but with different diameters.

Mark0

Mark 1
o] Mark 2 Mark 3
7%3__\
Q
Q

D

N\
Fig.3. Shapes and positions of marks attached
to the arm.

(2) The background in the image data is constant in
all the intervals in which image data has been
recorded.
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(3) The background and the wears of the experiment
person must be black and marks are white in
order to extract feature points of marks easily.

(4) Experimental person can not move his body
when he moves his arm in 3-D space.

The algorithm will not work properly if the con-
straints given above are not satisfied. Each block in
Fig.2 is explained in following.

Mark0 Mark 1 Mark 2 Mark 3
Poy
P,
fo 11 Pa Py
Pu Py | T PATF
Q Foz 2n 2n@P: 2rs
I o) _L 'i_’ [0} Q
P P
Q OP,;

R
i‘_ 1y 1 I T Is

Fig.4. Feature points of each mark.

(1) Image Input

Video signal from the video camera is digitized and
saved in the memory.
(2) Feature Points Extractor

This block extracts the feature points from raw
gray-level image data. Feature points of each marks are
shown in Fig.4. Py, P (j=1, 2, i=0, 1, 2, 3, and n=1, 2, 3)
are the feature points of each marks separately. ra, tw, I
( when i=0, lo does not exist), and r.are known parame-
ters.

(3) Recognition of 3-D Motion

The task to recognize the motion of a human arm is
to find the positions of shoulder joint, elbow joint, west
joint, and fingertip in 3-D space.

The coordinates of shoulder in 3-D space can be
found according mark 0. As shown in Fig.5, the video
camera is set at Q in 3-D space. Pyand Ponare projected
onto XY-plane. Their corresponding points in XY-plane
are shown by Py’ and Po’ (j=1, 2, and n=1, 2, 3) respec-
tively. These points can be extracted from the input im-
age. According to the coordinates of Q, P’ and Pox’, the
coordinates of Pi;and Ponin 3-D space can be calculated
as follows.

Suppose that the coordinates of shoulder joint and
video camera are P.(X,Y.,Z), Q(Xq, Ya, Zd), respec-
tively, those of feature points are Py(Xy, Yi, Zs) and
Pon(Xon, Yon, Zon) accordingly, and coordinates of fea-
ture points projected on XY-plane are Py’ (X'y, Y'y, Z'y)
and Pox' (X0, Y'on, Z'’0n) separately, the following equa-
tions exist.

QP =k QFon  (n=1, 2, 3) (1
where AB represents a vector starting from point A(Xa,
Y., Za) to point B(X», Ys, Zs) in 3-D space. Because P:is
in the middle of P:and Ps, then,

QP,, =1/2(QP,, +QPy ) @)

And because the length of mark 0 is rw, then,

|QPy, QP |=rw 3)

Y 01

| B

Fig.5. Relationship between the position of
shoulder joint and feature points.

From equations (1), (2), and (3), coordinates of I can
be obtained. . .

Likewise, because BB, is at right angles to B,B, ,
then,

BBy o BB, =0 )
iy

»
P

4 |

Q
Fig.6. Relations between the coordinates of a joint
and those of feature points of its ring mark.

And because QP,; and QP lie on the same line, then,

QP, =k,QF; (=1, 2) (5)
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From equation (4) and (5), coordinates of Pycan be
found.

From the coordinates of P;jand Pon obtained above,
the coordinates P. of shoulder joint in 3-D space can be
found according the following three equations.

—_— =

BB o BB =0 6)
BP, o BB =0 7
|RBJ=r. ®)

Ay
Ps
Qn
Ps, Yo >
Ba X
Z

Fig.7. Relations between controid coordinates
and angles to X-, Y-, and Z-axis of a joint.

The coordinates of Piis employed to find other coor-
dinates of elbow joint, west joint, and fingertip. Fig.6
shows the relations between the feature points of mark i
(i=1, 2, 3) and other joints. Coordinates of joint (cen-
troids of ring mark) is represented as P{(X},Y{,Z7)
(when i=0, P{(X{, Y7, Z{)=P(X:, Ys, Z)). Then there
exists the following equations.

QF,. =k QP 9)

PoF « P =0 (=1, 2, 3) (10)
| PP |-l (i=1, 2, 3) amn
|PT P, |-n (=1, 2, 3) (12)

From equations (9), (10), (11), and (12), coordinates of
P{ can be found.

Angles of each joint rotated around X-, Y-, Z-axis
can be calculated as follows. As shown in Fig.7, P{ can

be thought as that it is translated I from P\ and is ro-
tated o, B, yiaround X-, Y-, and Z-axis, accordingly.
Therefore, there exists,

Xcs - Xic-l

Y- Y

Z5-Z,
1

=Clyi,Bunaili)

- o o0

(13)

From equation (13), Biand vican be obtained. And anis
calculated from the following equation.

Xo= X2, 0
Yo~ Y| = ClyuBrhanli)] ©
Z,-Z;, fi

1 1

(14)
(4) Simulation/Manipulation
Coordinates of each joint and their angles to X-, Y-,

and Z-axis are displayed. They are used for recovering
the 3-D motion of the human arm.

3.2 Algorithm Partitioning

For any image processing, its corresponding proc-
essing flow graph can be obtained. The processing flow
graph for this algorithm is shown in Fig.8. A node indi-
cated by Px (k=1, 2, ..., 12) in the flow graph represents
a task which is a basic processing unit, and a branch
indicated by (X,Y) which means that it starts from X
and ends at Y represents the relationship between the
processing units, e.g., (P+,Ps) means that the task Pscan
not be executed until task P3 is finished.

The following gives the meaning of each Pxin flow
graph L1.

(1) P.and P.

They mark the “begin” and “end” of the whole
processing.
(2) P, Pand Ps

They are the processing to extract the feature points
of mark 1, mark 2, and mark 3, respectively.
(3) Psand Ps

P. is the calculation of coordinates of feature points

of mark 1. Details are shown as follows. From equation
(9), the following equations are obtained.

Xn=(Xn‘-Xq)kn+Xq (15)
Yn‘—‘(Yn’—Yq)kn+Yq (16)
Zn=—qui+Zq (1 7)

And from equation (10), (11), and (12), the following
equation is obtained.

(Xo-X§ ) +(Yo-Y§ )P +(Zo-Z§ )* =hit4n? (18)

From equation (15), (16), (17), and (18), X, Y, and Za
can be obtained (n=1, 2, 3), which are the coordinates
of the feature points of mark 1 in 3-D space.

Psis to find centroid coordinates of mark 1 in 3-D
space. Equation (9), (10), (11), and (12) are rewritten
as follows.

(Xu—xf )2 +(Yn—Y§ )2 +(Zn—Z§: )1 =r? (19)

(Xo- X)) XS +(Yn-Y5) Y +(Zn-Z5) Z5

=1/2{(Xn 2+ Yo 2 +Zn2)=-[( X ) 2+(Y5 ) 2+(Z5 ) ?]

+hi?-n? (20)
From equation (19) and (20), the centroid coordinates
(X5,Y7, Z7 ) of mark 1 in 3-D space can be get.

(4) Psand P

Ps represents the calculation of coordinates of fea-
ture points of mark 2. They can be found from the fol-
lowing equations.
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Xo=(Xa"-Xo)knt+Xq (21)
Yo=(Yo'-Yo)kat Ya (22)
Zn=—Zki+Zq (23)
(Xn=X§ ) +(Yo- Y5 ) +(Za-2Z5 )* =h?+r2?  (24)

where n=1, 2, 3.

P indicates the calculation of centroid coordinates
(X3, Yi, Z3) of mark 2 in 3-D space. They can be get
from the following equations.

(Xo-X5 )2 +(Yu- Y5 ) 4(Zo-Z5 )? =112 (25)

X=X ) X3 +(Yo=Y5) Y: +(Zo-2Z5 ) Z5

=1/2{(Xn 24 Y24 Za?) [ (X5 ) 24( YE ) 24(Z5) 7]

+la?-r2? (26)
(5) Psand Ps

Ps is to calculate coordinates of feature points of
mark 3. They can be found from the following equa-
tions.

Xn=(Xn,—Xq)kn+Xq (2 7)
Ya= (Yn, —Yq)kn+Yq (28)
Zn=—qui+Zq (29)

(Xo=X5 ) +(Yo= Y5 )? +(Ze-Z5 )* =ls%4r3*  (30)
where n=1, 2, 3.

Ps shows the calculation of centroid coordinates
(X5, Y35, Z5) of mark 3 in 3-D space. They can be get
from the following equations.

(Xn=X§ P +(Yo- Y5 ) +(Zo=2Z5 )? =ni? (31)

(Xa-X5) XS +(Yo-Y5) Y5 +(Za-Z§ ) Z5

=1/2{(Xn2+Yn2+Zn?)-[( X5 ) 2+( Y5 ) 2+(Z5 ) ?]

+la?-12? (32
P P Ps
Ps
Ps
Ps
P
P
P
Pio Pi1 P12
Pe

Fig.8. Processing flow graph L1 of the recognition
of 3-D motion of a human arm.
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(6) P
This is the operation to find the angles of the cen-

troid of mark 1. From equation (13) and (14), B:, v,
and ou are shown as follows.

B, =sin'1(————Z; =Zs

! (33)
Yy =sin (- = Ye_
1.1 cosB, (34)
Q=
. 1 (Zo—Z§ )sinB,siny —( Yu— Y5 )cos B, siny,
sin” ( ) .
Zcosp cos¥ " (35)
(7) Pu

This gives the angles of the centroid of mark 2.
According to equation (13) and (14), f2, v;, and oz are
shown in the below.

B, =sin"(—————zi"z’ )

: (36)
Y, =sin"(———Y2'Yf )
12 cos, (37
o=
sin™ ((Z,,_ Z5 )sinB,siny, —( Yo Y )cos Bal,siny,
Zwcosf cosh (38)

T

Section 1

|

|

Section 2

|
|

Section 3

l

Fig.9. Processing flow graph L2 obtained

from L1 by partitioning.



(8) Pz
This is to figure out the angles of the centroid of

mark 3. Bs, y3, and os are given by equation (13) and
(14) as follows.
B =Sin-l(— Z:-7; )
ls 39)
’Y3=Sin~l(— YB—YZ )
I cos@, (40)
Q=
sin” ((Zb—Z‘i )sinB,sinY —( Yo Y3 )cos Bitlysin®y,
ZycosB cosk (41)

To run this algorithm on prototype HIGIPS machine,
it is necessary to partition it into N sections (here, N=3).
The partitioned flow graph L2 is shown in Fig.9. Crite-
ria for algorithm partitioning can be refered at [4].

Dot lines in L2 show the local pseudo pipeline per-
formance in section 2. From Fig.8, it is clear that tasks
from Psto Ps can not be performed in parallel. This is
because that mark 1, mark 2, and mark 3 are linked in
an input image scene. But thinking about the real-time
recognizing, centroid coordinates calculation of mark 1
in image frame i can be performed parallel with those of
mark 2 in image frame i~], and those of mark 3 in im-
age i~-2. Thereby, if to treat three successive image
scenes at once (when frame i+] is provided, frame i-2
will not be used anymore), Ps, Ps, and Ps can performed
in parallel. This is why we draw the partitioned flow
graph as shown in section 2 of Fig.9.

3.3 Processing on Each Stage

According to the partitioned flow graph L2, system
controller (SC) of HIGIPS assigns the processing from
P1s to P1eto stage 1, P2s to Pze to stage 2, and P3s to Pse to
stage 3. Psand Pe are executed by SC itself.

Pis and Pie (=1, 2 and 3) mean the “begin” and
“end” of stage i. When SUBC: gets “Degin” message
from SC, it will execute Pis which is to.order SMPU’s to
start processing in its stage. When all processing as-
signed to its stage are finished, SUBC: will execute Pie
and sends “end” message to SC.

In stage 1, P1, P2, and P3 are assigned. They extract
feature points for mark 1, mark 2, and mark 3, respec-
tively. But as a preparation, stage 1 must firstly extract
the feature points for mark 0, and calculate coordinates
of them in 3-D space, and gives the position of shoulder
joint. This processing is only performed once because
the shoulder does not move. The feature points of mark
1, mark 2, and mark 3, and the position of shoulder
joint (P:) are transferred to stage 2.

In stage 2, tasks from P4 to P9 are assigned. It calcu-
lates the coordinates of mark 1, mark 2, and mark 3.

In stage 3, tasks from Pio to P12 are assigned. The
angles to X-, Y-, Z-axis are figured out.

Coordinates and angles of every joint are moved to
POU which recovers the 3-D motion of a human arm
and shows on the display.

4. Summary and Future Work

The maximum K and L for PIU of prototype HIGIPS
is 640 and 400, respectively. But for this specific prob-

lem, K and L is set to 320 and 200, accordingly. Around
NxM times speed up is obtained for this problem.
The number of slave processors in each stage of the
prototype HIGIPS is 2, but it can be easily extended up
to 7. Then the number of processors in each stage will
be eight. And because the prototype HIGIPS has three
processing stages, the processing speed of HIGIPS, at
most, will be about 24 times higher than that of a indi-
vidual processor. With the extended prototype HIGIPS,
a higher processing rate can be obtained. This paper
concentrated on the recognition of 3-D motion of a hu-
man arm. HIGIPS can be applied to other kinds of proc-
essing. These are left to do in the future.
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