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Abstract

A physical phenomenon is observed through analysis of
the Hodgkin-Huxley’s model that is,according to Maxwell
field equations a fired neuron can yield magnetic fields. The
magnetic signals are an output of the neuron as some
type of information,which may be supposed to be the
conscious control information. Therefore,study on neu-
ral networks should take the field effect into considera-
tion.Accordingly,a study on the behavior of a unit neuron
in the field is made and a new neuron model is proposed. A
mathematical Memory-Learning Relation has been derived
from these new neuron equations,some concepts of mem-
ory and learning are introduced.Two learning theorems are
put forward,and the control mechanisms of memory are
also discussed. Finally,a theory,i.e.
netic{NEM) field theory is advanced.

Neural Electromag-

1 Introduction

[n 1952 Hodgkin and Huxley analyzed the electric phe-
nomena of excitation emergence and propagation of mono-
neuron,and put them into mathematical form(Hodgkin-
Huxleys equations){Hodgkin& Huxley,1952]. They thought
of the brain as a giant network which consists of numerous
neurons, and based on this view accounted for the dynam-
ics of the electric phenomena of mono-neuron by physi-
cal and mathematical methods.Their research has made a
great progress in neurobiology.

In this paper we make once more a further examination
of their research, and find a physical phenomenon,i.e.a fired
neuron can yield not only electric output signals but also
magnetic output signals. We consider that the magnetic sig-
nals are also an important type of information distinct from
the electric signals in information processing.The study on
neural networks should take the effect of information of
magnetic fields into consideration. According to this idea we
propose a new neuron model,based on the McCulloch-Pitts’
neuron model[McCulloch&Pitts,1943]. With this model the
nmechanism of learning and memory is mathematically
elucidated.Finally,Neural Electromagnetic Field Theory is
suggested.
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2 Two Types of Output Informa-
tion of A Fired Neuron

2.1 Hodgkin-Huxley equations

In the paper[Hodgkin&Huxley,1952], Hodgkin and Huxley
suggested that the electric behaviors of the membrane of a
neuron may be represented by the network shown in Fig.1.
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Figure 1. H-H's electric circuit representing membrane
of mono-neuron, from the paper [Hodgkin&
Huxlev.1952].

The current can be carried through the membrane ei-
ther by charging the membrane capacity or by movement
of ions through the resistances in parallel with the capac-
ity. They analyzed the properties of the membrane and
divided the total membrane current into a capacity cur-
rent and an ionic current. Thus a mathematical description
of membrane current during a voltage clamp was made. The
description was Hodgkin-Huxleys equations:
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where I is the total membrane current density,V is the
displacement of the membrane potential from its rest-
ing value,C) 1s the membrane capacity,Vy, and Vi are



the displacements of the sodium and potassium potentials
from the resting values,V; is the displacement of the po-
tential at which the ’leakage current’ due to chlorde and
other ions is zero from the resting value,the §'s are con-
stants,the o's and ’s are functions of V but not t,and n,m
and h are dimensionless variables which can vary between
0 and 1.

Their mathematical model properly accounted for the
dynamics of electric phenomena of mono-neuron.
2.2 A Fired Neuron Can Yield Magnetic
Fields

Hodgkin-Huxleys’ electric network can be made an equiv-
alent change shown in Fig.2.In this network we let J be
an ionic current,j be a capacity current or displacement
current, D be electric flux density of the capacity. When the
neuron is fired(whether passive or active), the variation of
the electric potential is about 100mv during about 1ms.The
variation is so great that we can not ignore the magnetic
field yielded by the electric field. According to Maxwell field
equations the electric circuit can yield a magnetic field,and
the magnetic field strength will be H:
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However,if the neuron is not fired,the magnetic field
strength is so small that we can ignore it.From the analysis
above we can conclude that when a neuron is fired,together
with the electric field,a magnetic field will be yielded.It
means that a fired neuron can yield two distinct types of
output,i.e.one type is electric signals,the other is magnetic
signals. As two types information,we think their function
is different in information processing.Therefore,we should
reconsider the study of neural networks and take these two
distinct types information together into consideration.
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Figure 2. An equivalently transformed circuit of H-H's
electric circuit of mono-neuron. J is an ionic
current, j is a capacity current, D is electric
flux density of the capacity. Cm is the mem-
brane capacity,Rmis the membrane resistence
,Em is the membrane potential.

3 Neuron Model

3.1 Features of the Behavior of a Neuron

(1) Input signals
The input signals can be divided into electric input sig-
nals and magnetic input signals. The electric input signals
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are electric impulses through the synapses from other fired
neurons.The magnetic input signals are magnetic impulses
from other fired neurons.

(2) Excitation

When the input signals arriving at the neuron, the mem-
branous electric potential and membranous magnetic po-
tential will be changed by the effect.If the membranous
electric potential exceeds some specific value(threshold
value,about -55mv), the neuron is fired and electric po-
tential will automatically and rapidly rise up during about
1 ms. After that,the electric potential will quickly decrease
and return to the resting state.At the same time, with the
changing of the electric potential the membranous mag-
netic potential is also changed.This changing process de-
scribed above is called Excitation of the neuron.

(3) Threshold

If the membranous electric potential exceeds a spe-
cific value,the neuron can yield electric output sig-
nals.Otherwise the neuron can not.The specific value is
defined as Threshold. However,for magnetic output signals
there is no threshold.

(4) Output signals

The output signals can be divided into electric output
signals and magnetic output signals. When a neuron fired,
it can yield eletric output signals and magnetic output sig-
nals. But evenif a neuron is not fired, it also can yield
magnetic output signals.

(5) Fatigue

When a neuron is continualy made be excited,the thresh-
old is gradually getting bigger, and it will be difficult for the
neuron to be fired again in a short time.This phenomenon
is called Fatigue.
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Figure 3. A conceptual neuron model.[p, .p, ,....p,] are
electric input signals;w? is synaptic efficiency,
{4,%,-.-Gn] are magnetic input signalg Wi is
hebbian efficiency;Ou is electric output signals;
Ovis magnetic output signals; h is threshold.

3.2 Neuron Equations

First,based on McCulloch-
Pitts’ neuron model [McCulloch&Pitts,1943] we describe
the main features analyzed above as a conceptual model
shown in Fig.3. Second,by using Maxwell field equations
and Faraday’s rule we put the conceptual model into math-
ematical form.The mathematical neuron model is proposed



as follows:

Tud‘l:igt) = —ut)+ Zw P — /‘Z _q;i
du(t)
BT h (6)
du(t i
Ty 2;5) =—-v(t)+eZw pi + Zw g; + eu(t) (7)
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where
P1,D2,---,Pn are electric input signals through the

synapses from n fired neurons;

q1, 92, - -
neurons in wave forms;

.,¢m are magnetic input signals from m fired

u(t) is variation of the membranous electric potential in
terms of time;

v(t) is variation of the membranous magnetic potential
in terms of time;

0, is electric output signals of the neuron,and propagates
through the axons of the neuron to other neurons;

O, is magnetic output signals of the neuron,and travels
in wave forms;

h is threshold;

wP is synaptic efficiency or synaptic weight connected
with i neuron,;

ut
with j neuron;

is hebbian efficiency or learning weight connected

u is magnetoelectric coefficient;

€ is electromagnetic coeflicient;

7, s constant in terms of time;

T, 15 constant in terms of time;

t is excited time of the neuron.

This new neuron model is an information processing
model and implies the relation between memory and learn-
ing.In the following,the input electric signals are assumed
to be perception information,and the output electric sig-
nals to be action information.And also the magnetic sig-
nals are assumed to be conscious information.The ac-
tion information has a direct concern in the learning tar-
get.However,the conscious information,which is regarded as
control information,has an indirect concern in the learn-
ing target.In fact the model is a three-dimensional model
as well. ¢; and v(t) are potential functions in a three-
dimensional field.However,since p; and u(t) are carried
through the nets,it is unnecessary to express them as field
{orm.Therefore,the neuron equations also can be repre-

sented as:
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The neuron equations can be regarded as the basis of Neu-
ral Electromagnetic Field Theory.

4 Memory-Learning Relation

4.1 Derivation of Memory—Learning Re-

lation

n D m H .
We can convert L0, w’p; and Y7L, wf'g; in the neuron
equations into vector form.Thus,the neuron equations will
be

du D d(QWH) dv
T"dt_—u+PW I —HE T Ao (12)
dv D H
T,,EZ—U-FGPW + QW +eu (13)
where
P =[p1,p2,---,Pal;
Q:[qlaq21"'vqm];
WD—_—[wlD‘sz’”.’wf‘]T;
WH = [wi Wi wE]T.

Assuming that u is definite and does not vary with
time,eqns.(12) and (13) can be changed as

QW)  dv
__ D _ w__,2r
0= —u+ PW? -y p—h o (14)
dv D H
Tug=——v+ePW + QW + cu (15)

Solving the two eqns.(14) and (15)we can obtain an equa-
tion

H
(r, — e)) PWP = (1, +ep)u—puv+ Tuué(—qd‘;’—l
+uQWH + 7.k (16)
Let 7, —ep = and 7, + ey = [ ,we get
1
= (B +a) (1)
1
en=508-0a) (18)

Eqn.(16) may be written as

aPWP = Bu-—puv+ Tv,ufi—(—g%li)—
QW S (@t b (19)

By differentiation with respect to eqn.(19),we can get the
differential form:
dwP
P
dt

_ dv+
P

d(QW
dt

)

QW

dt?

H)

(20)

Equation(20) can be defined as Memory-Learning Rela-
tion(MLR). In the MLR « is memory factor(e > 0),p is
learning factor(y > 0),and 7, is confusing factor(r, > 0).
From the MLR we can conclude that the relation between
memory and learning is expressed through the neurons
magnetic fields and a neuron has learning abilities. The
MLR can be called Learning Rule in the NEM field theory.



An attention should be paid to the condition assumed
that u is definite and does not vary with time.This means
that when learning target is decided in the learning pro-
cess,variable u,which has a direct relation with the learn-
ing target,can be made as a fixed function which has no
concern with time.v and O, have an indirect relation with
the learning target as mentioned above.

4.2 Concepts

(1). Memory is the synaptic plasticity or the modifica-
tion of synaptic efficiencies of a neuron.And therefore
memory is a time-dependent process structure;

(2). Memory Consolidation Rate is the variation rate of
synatic efficiencies of a neuron;There are no long-term
memory or short-term memory;

(3). Memory Capacity is the number of synaptic connec-
tions which a neuron has;

(4). Learning is a process that is caused by the input sig-
nals and attempts to make the synaptic efficiencies
of a neuron change.Learning consists of Reflex learn-
ing,Associative learning,and Union learning;

(5). Reflex learning is a process that is caused only by
the electric input signals and attempts to make the
synaptic efficiencies of a neuron change;

(6). Associative learing is a process that is caused only by
the magnetic input signals and attempts to make the
synaptic efficiencies of a neuron change;

(7). Union learning is a process that is caused by the elec-
tric input signals and magnetic input signals and at-
tempts to make the synaptic efficiencies of a neuron
change;

(8). Learning is a medium,a process; Memory is a result,a
state;the state is a process record;

(9). A neuron has learning abilities,and the nervous sys-
temn has the parallel distributed processing functions.

(10). Remembering Process is a process that even when a
neuron is fired,the synaptic efficiencies(w?)have not
any changes;i.e.a process that existent information
which the neuron has is reproduced.

(11). Memorizing Process is a process that when a neuron
D

is fired,the synaptic efficiencies(w;”)are changed;i.e.a
process that for the neuron an existent information

state is changed into a new information state;

5 Learning Theorem

5.1 Reflex learning theorem

Definition 5.1 Refler learning is a process that is
caused only by perception information (the electric in-

put signals) and attempts to make the synaptic effi-
ciencies of a neuron change.

By this definition,in case of Reflex learning the neuron
equations will be

®_ p_,% _
Ty u+ PW pey h (21)
d
r,,d—;} =—v+ePWP 4 ey (22)
and the Learning Rule be
dw? dv

Theorem 1 For a neuron if the learning target
A is decided,according to the Reflex learning Rule
aP"sz = —p.%,for Refler learning which has the
learning result A to exist it is necessary and sufficient

that the Memory function be

PWP(t)=(h+ A)(1 — e =) + M.e ™=,

(PWP (1), = M.).

where:

A:learning target;

h:threshold;

P = [p1,pay- - ., Pu): perception information;
wbh = [w?,wf, <, wP)T: synaptic efficiencies;
M, : memory consolidation function;

n: memory capacity;

a: memory factor;

w: learning factor;

t: excited time of the neuron.

In general,after learning the output information of the
neuron is
action information:

1

O,=A+ (M, ~h— A)e* (24)

conscious information:

O, =e(2A+h)+ (M, —h~A)e™= (25

learning error:

e=|(M.—h—A)e™% (26)

memory consolidation function:

M.(t) = (h+ A1 —e =)+ M= (27)
where @ is memory factor(a > 0),and ¢ is elec-
tromagnetic coefficient.

The expressions above are called Reflex learning For-
mulas.



DISCUSSION 1

Memory consolidation function M. is a state func-
tion.It shows the current state of the MEMORY ,and
has a close relation to the learning time.Based on The-
orem 1,we understand that the contents of the mem-
ory can be updated in a learning process.The change
of memory is controlled by a new control mechanism
different from the traditional control theorysuch as
feedback control theory. The control mechanism lies in
that the unit neuron itself has two different types infor-
mation as stated above,which have different function
in information processing,so that the neuron has a self-
control (or autonomous) function.In fact,the mecha-
nism of traditional control theory is an “external”
control mechanism,i.e.the state of controlled object is
changed only by the external control information,and
the controlled system or object itself has no self-control
function or autonomous function. We think this is the
difference between this new control mechanism and
the traditional control theory.In a sense,the study of
artificial intelligence depends on the development of
the control theory.

Definition 5.2 If Memory consolidation function
s M, = h + A,Reflex learning which has the learn-
ing result A is defined as Self-remembering process.

5.2 Union learning theorem

Definition 5.3 Union learning is a process that is
caused by perception information(the electric input sig-
nals) and conscious information(the magnetic input
signals) and attempts to make the synaptic effictencies
of a neuron change.

By this definition,in case of Union learning the neuron
equations will be

Tu‘i—’t‘ = —u+PW?P —ud—(%‘;’—]i—)
_u‘i—’t’ ~h (28)
nj—? =—v+cPWP 1+ QW tcu (29)
and the Learning Rule be
Y dv;:D = —uj—: + ud(de:’H) + Tuudz(qd;"”)(w)

Theorem 2 For a neuron 1if the learning tar-
get A is decided,according to the Union learning
D v AQWH 2 QW H
Rule an‘:: = -u + 4 (th ) 4 7 (Qd‘, )
for Union learning which has the learning result A to

exist it is necessary and sufficient that the Memory

s
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function be
PWDO(t) = (h+ A)(1 —e™ %)

+ M.+ & [ H(t)ewdt] e,
(PWD (t)‘t=0 = M., H(t)|t=0 =0,

1
lim,_, 5 ~L1—H(t)e°d‘ =0).

e

where: " .

H(t)= 2'1(Q¥ )47, dﬁ(%}y ) Hebbian function;
A: learning target;

h: threshold;

P =[p1,p2, ..., pn): perception information;
WP =[wP w?, ..., wP)T: synaptic efficiencies;
Q= [q1,9,---,qm]’ conscious information;

WH = [wl wl . wH]T: hebbian efficiencies;
M,.: memory consolidation function;

n: memory capacity;

m: learning capacity;

«: memory factor;

w: learning factor;

t: excited time of the neuron.

In general,after learning the output information of the
neuron is
action information:
O.=A+ [Me —h—A+ ﬁ/ H(t)e%dt] ems  (31)
a

conscious information:

0, = e(2A+h)+¢ [Mz ~h—A+ E/H(t)eidd e
(04 1
+C.(t)
learning error:
e= Me—h—A+ﬁ/H(t)e5dt] @33
o

memory consolidation function:

M.(t) = (h+ A)(1 — e ) + (M, + g/ﬂ(t)eédt]e-%(m)

Cft) = QWY s
function,a is memory factor(ar > 0),and ¢ is electro-
magnetic coefficient.

where: Conscious control

The expressions above are called Union learning For-
mulas.

DISCUSSION 2

The same as Reflex learning,we have another definition
as follows.

Definition 5.4 If Memory consol-
idation function M, = h+ A — fffH(t)eédl‘,Union
learning which has the learning result A is defined as
Compound remembering process.

(32)



The meaning of Memory consolidation function
is M, of Union learning is similar to that of Reflex
learning. The discussion of M, is omitted.

Then the important effect of Hebbian function H(t)

will be discussed in detail.

1.Learning Effectiveness

I£ H(t) is satisfied with Timy—oo L2054 — 0 Union
learning is an Effective learning.’ﬁlis means that
if ¢ — oo(ideally),it is certain that the learning target
can be achieved.

If H(t) is not satisfied with lim,.s Mtj)_ﬂf =
0,Union learning is an Uneffective learning.Tf\‘i,s means
that even if ¢ — oco(ideally),the learning target can not

be achieved.

Reflex learning is an Effective learning.In the Effective
learning,if

<|M,—h—A|

Mc—h——A+ﬁ/H(t)e5dt
074

(as t is increasing), the learning is Active learning,if

‘Me—h—A+§/H(t)e§dt > M, - h— 4|

(as t is increasing),the learning is Passive learning.

2. Learning Time(T})

It should be noted that the learning time 7; and
the excited time t are different.The learning time
is Ty = t x L.,where t is excited time and L. is learning
times(or excited times).Generally,the sequence of the
Learning Time 7; from short to long is Active learn-
ing,Reflex learning,and Passive learning.

In this section,the mechanism of learning and memory
of a neuron is analyzed by mathematical methods.

¢0d Oy
Me

60~} O

40 -4

20

0 €

T 1 L ¥ T .
0 ] 10 15 20 25 time

Figure 4. A simulation result of memorizing process of a neuron.
Learning target A=54.6, threshold h=12.8,memory factor
0=26,limit of learning error E=0.000001,p; =32.6,p,=-25.32,
P3=8.46,0u=54.6,0v=85.4 Me=67.4,wmi=-1.251,w,=-5.0042,
wy =-2.1893,learning error £=0.0000008,learning time t=31.

6 Computer Simulation

Based on the learning theorems,some computer simu-
lations were carried out as shown in Fig.4 and Fig.5.

7 Conclusion

In this paper we present a new control mechanism
of memory for the study of memory.The control
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mechanism also suggests an approach to understand-
ing the mechanism of human information process-
ing.The neuron model proposed in this paper is a
new kind of information processing model which in-
troduces the effect of magnetic fields into the tradi-
tional neuron model. The neuron model is able to solve
the black-box problem of automata and has an au-
tonomous function. To bring to light the mechanisms
of learning,memorizing,thinking,reasoning and creat-
ing with the neuroscience some new theories should be
put forward.Based on the new information processing
principle,we advance a theory of Neural Electromag-

netic{NEM) field theory.
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Figure 5. A simulation result of Self-remembering process of
a neuron . Qu=54.6,0v=85.4,Me=67.4,excited time
t=100.
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