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< Abstract >

In this paper we discuss optimization

of neural network parameters, such as

inclination of the sigmoid function,
the numbers of the input layer's units
and the hidden layer' s units, consider-
ing application to recognition of hand
written Hangul. Hangul characters are
composed of vowels and consonants, and
basically classified to six patterns by
their positions. Using these character-
istics of Hangul, the‘pattern of a giv-

en character is determined by its pe-

ripheral distribution and the other
features. After then, the vowels and
the consonants are recognized by the

optimized neural network.

The constructed recognition system in-
cluding a neural network is applied to
non-learning lNangul written by some Ko-
which the names ran-

rean people, are

"domly taken from Korean spiritual and

cultural research institute.

I Introduction

langul characters are composed of 14
consonants and 10 vowels as basic char-
acter elements. The elements are gener-
ated from basic segments{—, | ./, \.O).
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Fig.1. Configuration of consonants and
vovels of Hangul.
Furthermore, consonants and vowels are

configured as shown in Fig. 1. Although
more than 14,000 combinations of vowels

and consonants are possible, Hangul

classified into six

1

characters are
Considering the
the

system.

structure patterns

above special features of llangul,

authors recognition

At first the structure of

propose a
the lHangul
character is found based on its periph-
then the vowels and

eral distribution,

consonants are recognized individually

by neural networks.

1 Optinization of Neural Network
Parameters

As the learning process for the neural
applied moment

method including feed back.

network, the authors

The moment
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algorithm is a learning algorithm which
updates the parameters based on the
previous values. The algorithm is
stopped when the error becomes less
than 0.01.

The neural network is constructed as

in Fig. 2.
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Fig. 2. Neural network structure
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The calculation process of the network
is as follows;

Uy = ZW, - 10+ 0 (1)
[

i, (U = 1/(1 + exp(-Uy)) (2)

Sw = TV, ol + 7 (3)
)

0r = f(Sy) (1)

Here W,: is the weight from the input
layer's unit 1 to the hidden layer’'s u-
nit j and V.; is the weight from the
hidden layer’'s unit j to the output
tayer's unit k, and €, is the thres-
hold in the hidden layer's wunit and
7« is the threshold in the output lay-
er's unit.

These weight parameters are optimized
by the following moment method with
feed back.

Q .

Step 1. Set initial values of the pa-
rameters ¥ 9 V{3 69 +2to

small random values.

Step 2. Set the character clements for
learning.

Step 3. From (1), (2), (3), (4) calculate
the output of the network
using the initial values of

parameters.

Step 4. Calculate the error &2 by the

difference between the output
0{° and teaching signal T&°}

6(;‘”= (0“(0)_ Tn“”) - Ou“”’ (1 _ O.(O))
(5)

(o)

Step 5. Calculate the error o'}’ by the
SO V&Y and [

0(\;)= bX 6(:), Vk“;)' "‘(0)_ (l - ",(0))
k

(6)

Step 6. Update V%7 and 7% to V{1’ and

72 as follows;

PEVWYE a s V0 (1D
W= U B S (8)
AR = ome AWST+ ST (9)
Here @ and B are fixed as
0.4 and 0.3, and m is a moment
coe{ficient fixed as 0. 6.

AY¥ is the previous modifica-

tion values of the V.,, 7 «.
Step 7. Update W /P’ and 6‘7’and to WSV

and 0} as follows;

WV= W0+ a0 - (Y (10)

6= 694 g . o (an

AWV = me AWSO+ 'Y (12)

Step 8. Set the next learning pattern
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Step 9. Carry out the learning process

using the parameters settled

as Wi v 649 %)

Stepl0. Repeat the process until the

error becomes 0. 01.
In this research 24 Hangul character

elements are recognized by using the

neural network. Twenty hand written
Hangul character elements are given to
carry out-the learning algorithm.

The authors want to find the optimai
of the of the hidden
layre's units, the input
and the inclination of the

function.

values numbers

sigmoid
The learning time changes with the
number of the hidden layer's units as
shown in Table 1. The relation between
the recognition rate and the number of
the hidden layer's units is shown in
Fig.3. TFrom the Table 1 and Fig.3, the
appropriate number of the hidden lay-
er's units is chosen as 40

Table 1. Relation between the number of
the hidden layer's units" and the
learning time

. L. 20 30 40 50 60

LT | 30 | 36 | 37 | 40 | 51

(1.L.= 135, 0.L.= 10, Sigmoid= 0.5)
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Fig. 3.Relation between the recognition
rate and the numbers of hidden layer's
units

layer's units

with the

of the sigmoid function as

The learning time changes
inclination
shown in Table 2. The relation between
the recognition rate and the inclina-
the sigmoid function 1is shown

From Table 2 and Fig.4 the

sigmoid

tion of
in Fig. 4.
appropriate inclination of the
function is chosen as 0.5.

Table 2. Relation between the inclina-
tion of the sigmoid function and the
learning time

S.F. 0.4 0.5 0.6

L.T. $37 times | 33 times | 37 times

(I.L.= 135, H.L.= 40, 0.L.= 10)

90 1

Al | 1

0.4 0.5 0.4

Fig.4. Relation between the recognition
rate and the inclination of the sigmoid
function

with the
units as

The learning time changes

number of the input layer's
shown in Table 3. The relation between
the recognition rate and the numbgr
of the input layer's units is shown in
Fig. 5. From Table 3 and Fig. 5 the
appropriate number of the input layer's

units is chosen as 135.

Table 3. Relation between the number of

the input Jlayer's units and the
learning time
1.L. 60 135 375
L.T. |83 times |33 times | 27 times
(I.L.= 40, 0.1.= 10, Sigmoid= 0.5)
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Fig.5. Relation between the recognition
rate and the number of input layer's u-
nits

3 Recognition Procedure

The authors propose a hand written

Hangul recognition system which in-
cludes the neural networks to recognize
vowels and consonants. The neural net-
works are optimized by the back propa-
gation algorithm using the moment meth-
od as mentioned above. The recognition
procedure is shown in Fig.6.

A hand

a computer through a camera as

written Hangul character is
read in
density values of 400X 400 points, They
to binary values by a

Next, the value at

are transformed
given threshold.

region of 4xX4 is determined as 1 if
more than half of the region’ s points
is 1. In the other case, the value at

the region is determined as 0.

Then the character is given as bina-
ry values of 82X%82.

The structure pattern of the.charac-

peripheral” distri-
(1)

ter is found by the

bution and some knowledge rules

After the character is separated into

vovels and consonants, they are recog-
nized by the neural networks respec-
tively.

As an example, the network structure
for recognizing the consonant is shown
in Fig.7. The numbers of input layer's
units, hidden layer's units, and output
are 135, 40, and 14 re-

These units

layer's units

spectively. are optimized

by preprocessing as mentioned in Sec.2

{ Bxperinental Result

Examples of the hand written Hangul

patterns for recognition are shown in
Fig. 8.
The recognition process of hand
written Hangul hoang’ is shown in Fig. 9.
The authors applied the recognition
method

seven men and five women.

to Hangul characters written by
These are
taken from Korean

the names randomly

ercad in computer ]

l peripheral distribution, knowledge rules l

classification of
struclure pattern

neural network for
consonant

N

result of consonanl]

neural netvark for
vovel

J
[ result of vowefﬁ1

“‘———-ei recognition result P%————~

Fig. 6. Recognition procedure of Hand written Hangul
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Fig.7. Neural network structure of consonant
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Fig. 8. Examples of hand written - .
A Fig. 9. Recognition process of hand
Hangul for recognition written Hangul *hoang’
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