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Approximation of the Functional by Ncural Network
and Its Application to Dynamic Systems
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Department of Llectrical Engineering, IKAIST

Abstact - It is well known that the neural
network  can be used as an  universal
approximater for funclions and functionals. But
these theoretical results are just an existence
theorein and do not lead to decide the suitable
network structure. This doubtfulness whelher a
certain network can approximate a given function
or notl, brings about serious stability problems
when it is wused to identify a system. To
overcome the stability problem, We suggest
successive identification and control scheme with
supervisory controller which always assures the
identification process within a basin of attraction
of one stable equilibrium point regardless of
fittness of the network.

I. INTRODUCTION

The problems of approximating a function of
several wvariables by neural network has been
studied by many authors. Carroll and Dickinson
(1] wused the inverse Radon transformation.
Cybenko used the functional analysis method [2],
combining the Ilahn-Banach theorem and Riesz
representation theorem. [lornik et all.
the Stone-Weierstrass ‘theorem. Tianping Chen
[4] proved neural networks can be used (o
approximate functionals as well as functions. But
these works are dedicated to found the
theoretical basement of neural network
application, so what kind of structure is best for
a given function is remained unsolved. This
mismatch between neural network output and
actual output can make the slate trajectory of
the system diverge. So we suggest the heurislic
method to confine the state trajectory in the
bounded region or in the basin of attraction of
stable equilibrium point.

[3] applied

The main concept can be split in two. IFirst,
the system identification is always performed
wilﬁ the state trajectory converging to the stable
equilibrium point and start with the region
identified under stability using supervisory
control so the stability is always assured until
task is completed. Second, identification on the
domain of slable equilibrium point  avoid
nonuniform data sampling which occurs due to
unstable equilibrium points. :

A. Supervisory Control

The  target  system for  which the
discrete-type supervisory control can be applied
must have a input as an additive term, that is,

xUc+n) = lx(k)x(k+ 1), x(k+n-1)) +bu (1)

In such a system, if function f was bounded,
| f! <jU, by adding a supervisory control input
us which takes an action when the Lyapunov
function V of error dynamics is larger than Var,
small region is identified with state Ll";ljecl.ory
being confined in the assigned boundary. So to

speak, supervisory control does the role of
pushing when state trajectory shows a tendancy

to exit out of the boundary.

When the supervisory conlrol inpul is notl
activated, in other words, the current state is
inside the pre-assigned region, we assume Lhatl
the classical pd control is enough to roughly
track the desired trajectory for getling uniformly
distributed training samples. Bul most of cases
we concerned does not have Lhis property, so it
takes much time to make the neural network

finely approximate the nonlinear function.
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Therelore, it's  better to choose the supervisory
controlled region as small as possible.

B. Identification and Control
Using Multiple Neural Networks

After the small region is identified by he
supervisory controller, the new procedure of
successive Identification and control starts. [First,
a stable equilibrium point is put to locale ab the
cenler of the identified region. Then, checking
the relative stability by a certain criterion
function, neural network is trained until the
approximation error is smaller than the tolerance.
This process assures stability cause the (raining
samples is obtained from the stale trajectory
converging to the equilibrium point.  The
feasibility of this procedure is based on the fact
that there  always exists more or less stable
region due to the generalization property of
neural networks.

In early days of our research [3], the
significant problem in combining supervisory
control and succesive identificalion and control
algorithm was that succesive identification and
control algorithm is applied to the system which
is different from (1). But when the order of the
system is the first, two forms are same and if
the first order supervisory controller is applied to
indivisual stale dynamics which has coupling
with the other state variables, it becomes
possible 1o make the respeclive stale variable be
bounded.

1. DESIGN- OF TIIE
CONTROLLER

SUPERVISORY

The system equation is given by the equation
of motion (1) where fis an unknown nonlinear
function, b is a known positive constant and u
e Ris the input. Define the state veclor
xU) =[x(k),x(hk+1), - x(k+n-1)]" and it s
available by measurement. Qur control objective
is to design a neural network identifier and
controller Lo track the given reference signal  xq
and Dby using . the pre-designed supervisory
controlier. The nonlinear funtion A x) is known
and assumed o be bounded such that

AT < f7(x) (2)
Let the error vector Xe=xX-xq° then we can

control the system with the following

u':—é—[—ﬂ X)+xalk+m) -k x.) (3)

where the gain k:[k].kg,“-,k.lJ'is chosen (o

make it possible  that (e

-
(nl+

polynomial
hMz)=2"+knz o+fr o has eigen-  values
inside the unit circle. Applying (3) to (1) makes
the system asymliotically stable, but (his control
input can not be implemented since fx) is not
known. Our purpose is to design a neural
network controller instead of using (3). Before
designing  the nerual network controller, we
design a supervisory controller that is used to
training  the networks within the region of
interest.

From now on, the supervisory controller is
designert using Lyapunov theory to gaurantee the
boundedness of the system Uajectory. Suppose
that the controlu is the addition of the neural
network based controller, wue, which will bhe
designed later, and the supervisory control, us,

that is,

U= Ue*Us (4)
Substituting (4) to (1), we have
x(k+n)=fix () + bluctus). 5

By adding and substracting bu” in (1), we
obtain the equation of error.

xu(k+n):—l('xc(lc)*'b(uﬁus—u'), (6)
or equivalently

Xe (k+1)=Axe (k) +b(ucrus~u") (7)

where
o 1 0 - 0] 0
0 0 1 - 0 0
A=l : N h=1:
0o 0o 0o - 1 0
|~k —ke kg o —ka b
(8)

. 1 . .
Define V:'_.'Z_XCI)Xe, where P’ is a symmetric

positive definite matrix satisfying the following
Lyapunov equation
APA-P=-Q, &)
where Q>0. Then the derivative of V along
the syslem trajectory becomes
AV =V(k+1)-V(I)

== —é‘x;Q Xet X Phte+ts-u’)

A
< 2X(~Q)\0 (10)

FLxATHECTu 0+ Tuct)
XA Phus
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-We build the ' supervisory control us as follows

ue= ~Isgn(xed PO | uel

+—i*(lu+ Pxalk+n) 1+ 1k xel)]

an

where [=1 if V>Vay and I=0 otherwise and
Va is a constant specified by the designer
according to the training regivon of the neural
networks. Substituting (11) and (3) into (10) for
ihe case of I=1, we have

AV S-—é‘erxe+ | xA b | -[1;( FL -

Ao,
<- 5 XeQx:<0

(12)
Therefore using the supervisory control we of
(11), we always have V<Vy. TFurther, since
P>0. The boundedness of V implies the
boundedness  of Xe,  which  implies  the

boundedness of x.

Now, we explain the details of identification
and control procedure  then discuss about the
sumulation study.

identification procedure : At first, the system
is initiated with no control inputs. If the system
is slable, then the system trajectory goes Lo one
of its stable equilibrium points. In this case,
there are no needs to use the supervisory
controller. The neural networks learn and identify
the nonlinear function during the iteration
process. On the contrary, if the system is
unstable, the system trajectory will be blown up.
In the case when the system trajectory goes
over the pre-delernnined region hy Va, Lhat is

x(t)ed( x)°, where

P(x)={x| % xePxe< Vi),  the supervisory

controller is active to push the uajectory into the
region. Therefore we can continuously obtain the
training input/output samples in the region.

control procedure : The control strategy is o
cancel out the nonlinear funclion in the system
using the trained neural networks. The control
input is generated by the following:

Uc=- _ll)/\/']( X))+ upp=- -}7— Nix)-k'xe (13)

where upp=-k x. is a PD type controtler. If the
networks are sufficiently accurate Lo verify the
cancellation, then the error is described by

Xelk+n)+kaxelk+n-1)++kix.=0, (14)
so that the system is controlled (o be
asymtotically stable.

III. SUCCESSIVE
AND CONTROL

IDENTIFICATION

The supervisory control is used to get the
identification of small” region under stability and
set the base for extenltion Lo the outer space. In
this  chapter the concepl of  successive
identification and control will be explained. In
case of the first order system, -the graphical
analysis is adopted to show the feasibility of the
control scheme,

We focuses on the system which can be
expressed as the following nonlinear difference
equation: ’

x(k+1) =1 x(kK)]+u(k) (15)
where x(k) and u(k) are the state and control

input at time k, w(k)x(k)eR", and fR"—R"
is an unknown mapping. If we know the
funclion in some domain we can cancel out the
nonlinearity and make a point asymptotically
stable. Such a input ulk) is

-A x()+ Ax(ik)+ (I~ A)x". Here matrix A has
eigenvalues inside the unit circle. So, if the
system 1s partially known(region o), a stable

equilibrium point can be made at the center of it
Then it is reasonable to think basin of attraction

of this point is stretching outside due to the
generalization property. [lere the word
generalization seems a lillle ambiguous. But it
becomes clear if graphical analysis is used for
the first order case.

The concept of succesive identiflication and
control was first proposed by Kumpati S.
Narendra and Asriel U. Levin [7]. It was the
new approach to obtain the uniform sampling
and the stability in application of neural network
for identification but there are several problems.
First, a theorem(proof in [8]) below is used to
assure that the identification is performed.in the
basin of attraction of a. stable equilibrium point.
But that is a purely mathematical theorm so in
practical applications it is difficult to find input
bound «. that makes the stale lrajeclory inside
the basin of attracltion. Also, they use the error
belween real function and approximated neural
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network  as  another neural network iniliation
condition. For this reason, though Uthe paper
contribules to the uniform sampling, it failed to
find a method to keep stability.

Theorem: Let p be the unique asvmplolicully

stable eyutlibrium point of f on the interval 1,

then starting al any point x(0)el o st if

lulk) il <& then. Vk x(K)EL

To solve these problems we suggesl a new
neural nelwork initiation condition.  The validatly
of this criterion is  showed using graphical
analysis. In Fig. | (&) below if the initial
condition is  min(LL1,L2)  apart  from  the
equilibrium  point  they  converge (o the
equilibrium point because in Uus region il is
always satisfied that

. .
Fx (k+D-x"1 <1 x(k)-x"1. Lel’s assume
that we have a function Ny which approximates
fix(k)) with the error less Llhan & in the

region | x-x" 1 <D. Then, we can make a

equilibrium point at the center of the known
region by subtracling Ny from f and adding

.

x". The function f~Ngx" has the value near

x" in the region | x-x"1 <D and does not
vary fastly outside this region Dby the
generalization properly of the neural
networks(Isig. 1. (b)). This makes us get some

stable region and if we identify (he region where
Fx (ke)-x"1 <D, we can salisfy

Px (k)=x"1 <3 in 2-step(Fig. 1. (). After
finishing the Ist identification we use mnother
neural network and repeal tLhis procedure to
reach the goal.

We explain the procedure with the aid of the
graphical analysis in the case of the lst order
system, but this algorithm can be applied {or the
n-th order system which can be expressed as
(19).

SIMULATION STUDY:

The simulation of successive identification
and control algorithm wilh supervisory control is
perform for the

AxU01= coslx(h)WVarth) which needs 6 neural
networks  with  Navendra's  approach. In  our
approach, the region oblained by the supervisory
control is [-5,-3] and the whole region [+5, 5] is
identified with 3 neural networks.(Ifig. 2)

funclion

1V. CONCLUSION

In this paper, the successive identification
and control algorithm wilh supervisory control is
developed to contribute to the uniform sampling
and the stability. But the most sertous problem
of this algorithm is that the class of system on
focus is limited to (19). The extension of this
algorithin 0 the system where Inpul and state
have the different dimensions is now proceeding.
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