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Abstract

Three synchronic variables (Deviation Time,
Fairness Time, Synchronic Time) are defined for
Timed Place Petri Nets (TPPN). These parameters
show the dependency between the firing of
transition subsets in the time domain by different
values. The approaches in this paper can be used to
find synchronic relations in Stochastic Petri Nets.
This paper presents how to decide the minimum
resources required to a Flexible Manufacturing Cell
using Synchronic Time concept.

I. Introduction

A synchronic variable for generalized Petri
Nets is a measure for the degree of event
dependency, an upper bound on the relative
frequency of event occurrences. Based on this
interpretation, synchronic variables between two
events or two sets of events are important properties
when designing or analyzing dynamic behaviors of

systems.

To measure the dependency between the
firing of transition subsets, synchronic relations are
used. The synchronic relations are defined a
behavioral sense, for a marked Petri Net or in a

structural sense, for any initial marking 3]

However, in this paper only the behavioral

synchronic relation is considered.

Synchronic variables for Generalized Petri
Nets are studied by many researchers. The firing
Deviation Bound is the most basic concept. A related
property is the Synchronic Lead. Fairness Bound and
Synchronic Distance are constructed by making
Deviation Bound and Synchronic Lead, respectively,

symmetric [3].

Until recently, the synchronic relations are
defined without a time concept. Therefore, the
results can not be applied to Timed Petri Nets or
Stochastic Petri Nets. Synchronic relations defined
by the previous researchers are mainly used in

qualitative analysis, not in quantitative analysis.

This paper introduces three synchronic
relations in time domain, and formulates them.
One of the above synchronic relations is used to
analyze a simple manufacturing system. The rest of
the paper is organized as follows. In Section II, a
Timed Petri Net is reviewed briefly, including some
notation. In Section III, synchronic relations in time
domain are described intuitively. In Section 1V,

Deviation Time, Fairness Time, and Synchronic
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Time are defined formally. In Section V, the

Synchronic Time is applied to Flexible
Manufacturing Cell. In Section VI, a conclusion is

given and future research is discussed.

I. Definition of Timed Placed Petri Nets

We assume that the reader is familiar with
ordinary Petri Nets. The model studied in this paper
is a Timed Place Petri Net, in which certain delays

are assodated to it's places.

The Timed Placed Petri Net (TPPN) used in

this paper is formally defined as follows.

Definition : Timed Place Petri Nets (TPPN)
A TPPN N is defined by a 6-tuple, N=(P, T, I, O,
My, D), where:
(1} P={py, p2 ... Pnd, is a finite set of places,
mz0.
(2) T={t;, t3, ..., ta), is a finite set of
transitions, n>0, such that PNT=g@.
(3) L' T-->Nm™ijs an input function, N is a
non-negative integer.
(4) O:T->NM™is an output function.
(5) MyEN™is an initial marking.
(6) D=ldy, d, .., dn, is a firing delay for each

place.

To understand the contents of this paper easily,

some basic notations are described as follows.

M@T] = [my(x), ma(x), m(x), ... ,myf))
: Marking of the TPPN at the time .
X@T]=Dx1(0), x2(0), x3(0), . .., xn(®)]
: A firing vector of the TPPN at the
time t.

o : A firing sequence

o : A firing count vector

T; :Subset of T

L(N, My) : The set of all firing sequences from
M,

IIl.  Basic Concepts of Synchronié Relations

Before introducing the formal definitions of
Synchronic Time (ST), Deviation Time (DT),
Fairness Time (FT) in TPPN, an example to explain

the basic concepts intuitively is shown in Figure 1.

The example shown in Figure 1 (The system
was shown in [12] ) describes the changing of four
seasons. The synchronic distance between {t1, t} and
{t3, t4} shown in Figure 1(a) is calculated by adding
the place s shown in (b), such that °s={t;, t;Jand
s*=(t3, t4}. Then the capacity of tokens of the place s at
least should be 2, when Mg(s)=0. Because, whenever
t; and t; fire, each transition puts a token into the
place s, and by subsequent firing of t3 and ts, the two
tokens in the place s are removed again, therefore,
the range of the number of tokens in the place s will
never exceed 2. This maximum range of the number
of tokens in the place s is called the synchronic

distance between {t1, t3} and {t3, Y4}.

If‘the initial marking of the net shown Figure
1(a) is changed to Mg(P)=[0, 1, 0, O]T and the initial
marking of the place s is still 0, then the behavior of
the original net is changed. The original net is live
and bounded, but the modified net is no longer live.
To be consistent with the behaviors of the original
net, initially two tokens are placed in the place s.
This does not affect the maximum range of the
number of tokens in the place s. The synchronic
distance between {t;, t2} and {t3, t4} remains 2. The

synchronic distance is considered the maximum
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range of the number of tokens in the place s while

maintaining the behaviors of the original net.

9]

Figure 1: A synchronic distance.

Apply the above concepts to Timed Place Petri
Nets. We assume that the delay of the four places
(p1, p2. p3, pa) are the same with 3 unit time. The
above net convert to the TPPN with D = {3, 3, 3, 3}.
Then, Synchronic Time (ST) between (tj, t2} and (t3,

Y} is described as follows.

ST (T4, T2), Synchronic Time between
Ti=(ty, t2} and To=(ts, t4}.
= The minimum token delay in the place s to return

to its initial condition.

With changing the time, the variation of the

number of tokens of the place S is shown in Table 1.

IV. Formal Definitions of Synchronic Relations

This section presents the formal definitions of
Deviation Time (DT), Fairness Time (FT), and
Synchr‘or\ic Time (ST). Before introducing the
formal definitions of Deviation Time and Fairness
Time, Deviation Bound and Fairness Bound are
described. The reason is that the concept of
Deviation Time of a Timed Place Petri Net comes
form the Deviation Bound of an Ordinary Petri Net.
Deviation Bound between T; and Tj is defined as
follows [3]. Also, the definition of Fairness Bound is

given.

Definition : Deviation Bound
DB(T;, T)=suplo(T;) | 0€L(N, m), meR(N, my),

Definition :
FB(T;, T))=max(DB(T;, T)), DB(T}, Tj)}.

Fairness Bound

To apply the deviation concept to Timed Place Petri

Nets, Processing Duration Time (PDT) is required.

Definition : Processing Duration Time
PDT: Maximum Processing Time until

Deadlock Situation

Using the processing duration time, the Deviation

Time 0 1 21314

# of tokens 0
ins

Table 1: The Token Variation with respect to Time

The number of tokens varies from "0" to "2"

as the same with the synchronic distance. However,

" the delay time of the place s to return to its initial
condition ( zero token in s ) is 12. In this case, ST

(T1, T2)=12. In another case, ST (ty, t3) =6.

Time is defined as follows.

Definition : Deviation Time (DT}
DT(T;, Tj) =sup({PDT | o€L(N, m), m&R(N, M),
o(T;)=0)
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Properties of Deviation Time

1) Non-negativity: DT(T;, Tj} = 0.
2) Non-symmetry: 3 <N, My> such that
DT(T;, Tj) # DT(T;, Ty).

Definition : Fairness Time

FT(T,, Tj)=max{DT(Ti, T,), DT(T,, Tl)]

V. Applications to Factory Automation

To illustrate the application of Synchronic
Time, a simple system is shown in Figure 2. The
Flexible Manufacturing Cell consists of a machining
center, a tool inspection system, and a storage for
tools. There is one process which use the machining

tools.

Machine Tools
Center
Tool
Inspection

Figure 2. A Simple System

Figure 3 represents the TPPN model of this system,

where:

pi:  Available machines for processing
p2:  Number of machines of processing
busy

p3:  Tools in inspection
p4:  Available tools

The place p3 can be thought of as an inspection
where the tools are check for wear, and replaced if
necessary. The following delays are associated with

the model:

di: Load /unload delay for processing (1 unit time)
d»: Time needed to carry out processing (2 unit time)
d3: Time needed to transport the tools (3 unit time)

dy: Delay due to tool inspection (4 unit time)

&

e

P2
P

Figure 3. Timed Placed Petri Net Model

We try to find out the minimum number of
required tools maintaining the maximum
performance of the processing. We assume that py
has one token. The maximum performaﬁce of the
processing can be realized, if there are a large
number of tools. But, unnecessary tools means cost
increasing. Here, we try to find out how to

minimize cost.

The maximum firing rate of t; in Figure 3 is
0.33/unit time. The firing of the transition t; and t3

are closely related to the system performance.
ST(ty, t3) = 9 unit time

As seen in the above, the maximum firing rate
(maximum performance) is 1/3. In other words, the
transition ty should fire to maintain the maximum
system performance. We can easily conclude that
three ( ST(ty, t3)/3 ) tokens are required in the place
P4
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V1. Conclusions

In this paper, synchronic relations with a time
concept are presented. Deviation Time (DT),
Fairness Time (FT), and Synchronic Time (ST) are
explained and defined for Timed Place Petri Nets.
The concepts can be used for analyzing system
performance and controlling of factory automation.
A simple example, which is to decide the minimum
number of tools, is shown to verify the usefulness of
Synchronic Time. However, the definitions of DT,

FT, and ST need to be more refined.

Synchronic Time can also be applied to detect
or avoid deadlock situation and to characterize
concutrency against sequential behavior in certain
circumstances. In an automated ménufacturing
system, resources and information are shared
’a‘mong several processes. This sharing should be
controlled or synchronized to insure the correct
operation of the overall system in time domain. For
future resear'ch,‘ the concepts described in this paper
will be applied to predicting the time of deadlock

situation in automated manufacturing systems.

References

(11 Z. A. Banaszak and B. H. Krogh, “Deadlock
Avoidance in Flexible Manufacturing Systems
with Concurrency Competing Process Flows,”
IEEE Trans. Robotics Automat., vol. 6, no. 6, pp.
724-734, 1990.

21 U. Goltz, “Synchronic Distance,” LNCS, part 1,
pp. 338-358, 1986.

Bl M. Silva, “Towards a Synchrony Theory for
P/T Nets,” in Concurrency and Nets. pp. 435-
460, 1987.

[4] N. Viswanadham, Y. Narahari, and T. L.

— 680 —

15

(6l

)

(8]

9]

[10]

(11

(12]

Johnson, “Deadlock Prevention and Deadlock
Avoidance in Flexible Manufacturing Systems
Using Petri Net Models, “IEEE Trans. Robotics
Automat., vol. 6, no. 6, pp. 713-723, 1990.

M. C. Zhou and F. DiCesare, "Parallel and
Sequential Mutual Exclusion for Petri Net
Modeling of Manufacturing Systems with
Shared Resources,” IEEE Trans.. .Robotics
Automat., vol. 7, no. 4, pp. 515-527, 1991.

R. Y. Al-Jaar and A. A. Desrochers, "A Survey
of Petri Nets in Automated Manufacturing
Systems,” IMACS World Congress, pp. 503-510,
1988.

J. E. Coolahan and N. Roussopoulos, "A Timed
Petri Net Methodology for Specifying Real-time
System Timing Requirements,” IEEE Int.
Workshop Timed Petri Nets, pp.24-31, 1985.

A. A. Desrochers, Modeling and Control of
Automated Manufacturing Systems. IEEE
Computer Society Press, Washington, 1992.

W. E. Kludge and K. Lautenbach, "The Orderly
resolution of Memory Access Conflicts among

Competing Channel Processes,” IEEE Trans.
Comput., vol. C-31, no. 3, pp. 194-207, 1982.

L Koh and F. DiCesare, "Solving Shared
Resource Problems in Petri Nets Using
Deviation Bounds and Its Applications to
Automated Manufacturing Systems,"
submitted to IEEE Conf. Robotics Automat.,
May, 1992.

C. V. Ramamoorthy and G. S. Ho,
"Performance Evaluation of Asynchronous
Concurrent Systems Using Petri Nets," IEEE
Trans. Soft. Eng., vol. SE-6, no. 5, pp. 440-449.

U. Goltz and Y. Chong-Yi, "Synchronic
St;ucture," LNCS: Advances in Petri Nets, pp.
233-252, 1985.



