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AN EFFICIENT TRELLIS EXCITATION SPEECH CODING AT 4.8 KBPS
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ABSTRACT

In this paper, we present a combination of trellis
coded vector quantization and code-excited linear pre-
diction coding, termed trellis excitation coding (TEC),
for an efficient 4.8 kbps speech coding system. A train-
ing sequence-based algorithm is developed for design-
ing an optimized codebook subject to the TEC siruc-
ture. Also, we discuss the trellis symbol release rules
that avoid excessive encoding delay. Finally, stmula-
tion results for the TEC coder are given at bit rate of
4.8 kbps.

I. INTRODUCTION

Good quality speech coding ai bit rates under 8
kbps has a growing number of applications for efficient
digital transmission and storing of speech data. Tra-
ditional waveform coders can provide good speech at
bit rates above 16 kbps, but their performance drops
rapidly for lower rates. On the other hand, traditional
vocoder techniques enable one to encode speech at
very low rates, but the perceptual quality is limited,
even for relatively large bit rates (4 to 9.6 kbps).

At the lower bit rates, better encoders are obtained
by hybrid methods, such as code-excited linear predic-
tion (CELP) [1] and multi-pulse excitation (MPE} [2].
These coders use linear predictive coding (LPC) tech-
niques [3] for removing the shorl-term corelation of
the speech signal. Tnstead of quantizing the resulting
residual signal mstanlancously, as in traditional adap-
tive predictive coding (APC} [4], this signal is quan-
Lized on a delayed decision basis using an analysis-by-
synthesis approach.

CELF coder is one very promising speech coding
systemn at low bit rates (below about & kbps) which
we now focus. CELP coding does not require a scalar
quantization procedure, but chooses the excitation se-
quence from a given codebook. Hence, two itnportant
research issues in CELP coding are the design and
search procedures of a codebook.

Trellis coded quantization (TCQ) [5] is a type of
trellis coding that labels the trellis branches with sub-
sets of reproduction symbols. Trellis coded vector
quantization (TCVQ) {?] is a generalization of TCQ
that allows vector codebook branch labels. Hence the
novel fealure of TCVQ is the partitioning of an ex-
panded set of vector quantization codewor?ls into sib-
sets and the labeling of the trellis branches with these
subsets. In (6], three different structures were given
for incorporating vector quantization with TCQ. We
consider only the structure 1 formulation in this paper.
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Let’s consider encoding L-dimensional source vectors
at a rate of R, bits/dimension. If we assume the prod-
uct R.L to be an integer, a traditional VQ would have
an encoding rate of R, bits{dimension and 2L out.-
put symbols. [n the TCVQ structure | encoder, we
construct a “super” codebook, &, of 2Mfe+RiL yector
codewords, where R is called the “rate expansion fac-
tor” (in bits per dimension). Consider an N-state trel-
lis with 2¥ branches entering and leaving each trellis
state, with M an integer satisfying M < R.L. Let
K = RL+ M and partition the codebook into 28 sub-
sets, denoted as §),85;....,5;x. Lach subset consists
of exactly 2f«~M vectars. Each branch of ap N-state
trellis is labeled with one of the subsets. Given Lhe
above siructure and an initial state in the trellis, the
encoding is performed as {ollows [6]:

1. For each source vector, X, find the optimal code-
word and the corresponding distortion, d,, in
each snbset S,

[+

. Consider the branch metric for a branch labeled
with subset 5; to be the distortion found in 1,
and use the Viterbi algorithm [7] to determine
the minimum distortion survivor path through
the trelis.

M bits/vecior are used Lo specify the best trellis path.
The remaining (R.L — M) bits/vector are used to
specify the codeword in the selecied (branch) sub-
set. Thus, f.1 bits/vector arc used to specify the
sequence of codewords corresponding to the minimurm
distartion path through the trellis. That is, the actual
transmission rate is £, bits/dimension.

For memoryless sousces, the TCVQ scheme offers
significant improvement over vector quantization. In
this paper, we develop an cffective low-rate speech
cader that incorporates TCVQ in the CELP strue.
ture. The resulling system is referred to as a trellis
excitation coding (TEC) system. The encoding rate
under consideration is 4.8 kbps.

It. TRELLIS EXCITATION CODING

The trellis excitation coder is a hybrid speech coder
which unses the analysis-by-synthesis approach with
the trellis coding. The basic structure of the TEC
coder is shown in Fig. 1. The shori-term predictor
A(z) is described as

Alz) = 3 a7, (1)
k=1



where 4y, 29, .. ., 6, are the pth order LPC parameters.
The long-term predictor P(z) is represented by
P(2) = bz M=) 4 fy2=Me 4 hpam(Met)) - (2)
where &, b;, and by are three predictor coefficients and
M, describes a pitch delay in the range 16-143 sam-
ples. The speech production model includes two adap-
tive cascaded LPC synthesis filters 1 /A(2) and 1/ P(z),
a TCVQ “super” codebook of excitation vectors c,,
and a gain term G. A transfer function appropriate for
the weighting filter is W(z) = A(z)/A(z/7) (8], where
A(z) includes the quantized predicior parameters and
0 <4 < 1. The purpose of the perceptual weightin
filker Wz} is to shape Lhe spectra of the noise signa
so that it is similar to the spectra of the speech signal,
thus using the masking effect of the human ear [9].
Once Lhe prediction coefficients and pitch period are
found for each frame and encoded, the original speech
vectors s(n) within that frame are encoded. Suppose
an N-state trellis has been searched using the Viterbi
algorithm to a time index of n ~ 1. The meniory hang-
over veclor of Lhe cascaded Riters 1/ P(z) and 1/A(z)

§'(n) = (5 (n),35(n),. .., SL(n YT

is carnputed based on the survivor path ending at node
% at time {1 — 1}. There are V different vectors, one
for each (rellis state. Assuming the pitch delay M is
such that M, > L+ L. the memory hangover vector of
the pitch predictor is deseribed as

vin) = [fs”'(n_j:f_-;[n},_'_.“,;'{n]]'i' (3)
with ,
Gin) = 30 b (1
Pt
where
s o | Be(n = &7) for t > I
K B _ppdrn— k" —1) forlg ¥l

g = [-‘—Jﬁlﬂ] "= M, +j— &L, and the vector se-
quence {vi(n — &)} is the encoded version of the pitch
predictor output, related to the surviver path ending
al node i at. time n — 1. The emory hangover vector
§'(n) of the cascaded fllers 1/ P(z) and 1/A(=) is then
wrilten as

Tz o3 n) + TI5) apadi_(n — 1)
+15(n) for L 2 p

DR (m)+ i e,y (n = 1)
ot S ayaamedy(n - T =)
+oj(n) for I < p,

si(n)

{5}
where m = [22], and the vector sequence {§'(n — k)}
is the encoded version of the inpul speech vector se-
quence {s(n — &)}, related to the survivor path end-
ing at node 7 at time (n ~ 1). The vector z'(n) is
deternitned by subtracting the memncry hangover out.-
put §'(n) from s(r). 2/(rn) is the reconstructed vector
generated by each TCVQ subset codeword ¢; scaled
by the gain . The weighted prediction etror is then
given by

W(z'(n) - 2(n))

z,(r) — z,(n},

el{n)
(6)

where W is a L by [, lower triangular matrix described
in terms of the impulse response w(n) ol the weighting
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filter, and z;,(n) and Z,(n) are the {frequency weighted
versions of the vectors zi(n) and #'(n), respectively.
The weighted synthesis filter output 1s

3 (n) = GHe,, @
where H is a L by L lower triangular matrix with
terms determined by the impulse response, say f(n),
of the combined pitch, formant, and weighting filters.
Far a given transition branch in the trellis, the optimal
TCV() subset codeword is determined to minimize the
squared Euclidean distance |lei{n){[3. Since the vec-

tors zi,(n) only need be computed once for each trel-
lis transition, their comnputation is only a small part
of the encoder’s computalional complexity. The gain
parameter (7 is obtained by computing the root. mean
square value of the forward prediction error for each
group of L, consccutive speech samples.

Assume at N-state trellis is used to encode to a
vector index of n— 1. Given the survivor paths ending
at time 1 — 1, the N survivor paibs at time n can be
determined as follows. Let &, _ (z,.2.) be the over-
all distortion related to the survivor path ending at
node ¢ at time » — 1. Assume there are 2% branches
labeled with subsets entering and leaving each node.
We denote the subset. associated with the branch leav-
ing node 1 and entering wode & as S*. Let the 2Y
nodes at time n — 1 with branches entering node & he
2y, i3. .-, i9m. The updated survivor path ending al
node & at time n is determined by finding for cach
branch entenng state £ al (ime n», the hest subset
codeward that minimizes the distertion between the
weighted inpat vector 28,in) and the weighted synthe:
sis vector 22,1}, Let this best codeword from snbset
S,-" he cf. Thus, ¢ is the codeword ¢ from qu that
Mmimmizes

{20 {n) = GHElP, i =iy iae. .. 5u.

Then, we compute the overall distortion associaled
with each of the 2% possible paths 1o node & a1 tihne
nand sclect the path with the minhrune distortion as
the updated survivor path ending at state & Thos,
the TCVQ iminbmization procedure compuies

nun

d-* Zyer én: =
o2 Bk et M

oy # Hlzi{n) - GHE):

{8)
After all ¥V survivor paths at tine » are delermined,
the time index is incremented and the process is re.
peated until a certain depth cotresponding 10 paositive
integer multiples of the vector dimension, {.. 'thei.
Af bits per vector to specify the best trellis path aned
Ro& — M bits per vector 1o indicate the subset code
word are transmitied. In the receiver. the transmit ted
data produce a sequence of codewords. Each vadeword
is scaled by €7 the corresponding quantized gain, The
resulting signal is passed through The piteh and for-
mant predictors 1o produce the reconstructed version
of the inpnl speech vertor s{n).

{1l. TEC OPTIMAL CODEBOOK DESIGN

In this section. we will introduce a procedure for
designing the optimial “super” codebook, subject to
the TEC structure, by applying the generalized Lloyd
algorithm [10] to a training sequence of inpul veclors
z{n}. For each optimization iteration, the updated
codebook is optimal for the current input sequence
in the sense that the perceptual weighted distortion
between the input veclors z(n) and the reconstructed
vectots z(n) is miniimized. However, since any change
afl the codebook alters Lhe inpnt seqnence, convergence
ol the design algorithim can nol he assured.
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As an initial “super” codebook, we nse a random
codebook in which each codeword is constructed of
samples of an unit-variance white Gaussian process.
We chose the Gaussian distribution since the proba-
bility density function of the prediction error seruence
{after hoth formant and pitch prediclions) is reason-
ably modeled as white and Gaussian [11]. Given the
initial codebook, the inilial subsets are formed hased
on Ungerboeck’s signal set partitioning method [12].

The codebook oplimization algorithne of the T1C
encoder is described as follows and is similar 1o the
algorithm for structure 1 optimization n [6]. Given
a training input sequence, X and an initial codebook,
Stoset k=1, and al iteration &:

1. Encode the training sequence using the Viterbi
algorithm and the TCVQ structure with code-
book &%, Denote the resulting distortion as

K(k) = ST dlzain) - GHeX

1
[T spme.
2. Partition the input vectors z(n) assoeiated with

the training sequence inlo sets (Jj‘,_ so hat 2(n) €
fo, if and only if its weighled version z,.00) was

cncaded as (;'Hc_f.
3. Update the 'TCVQ codebook as SF*! by

= (Y GPHH)Y!' Y GHYz(n)

!
ZinieQt 7 )eQ*r

Set k=441 and go tostep 1,

Sinee the input vectors z{n) computed from the
speach signal are dependent on the carrent excidation
codebook. £{k) is nol guarantecd 1o decrease monos
tomcally with k. ‘Typically. a lacge decrease of £ s
obtained in the Arst few iterations. The optimization
process can be halted hy a suitable tesmination «ri-
teria. lu this paper. The process is stopped alter 12
iterations. The codebook 8% generating Uu- miniimum
distorfion is selected as the “optimal™ TOVQ code-
hook.
V. SYMBOL RELEASE RULE
If we searchy the entire trellis before releasing any
symbols. the best performance can be avhieved. Tlow-
ever, this search introduces excessive encoding, delay.
and a trellis sybol release rule corresponding 1o a
suboptimum strategy is required v a practwal speech
coding svstem.

The symbol release rule constdered herem i sim-
ilac to that in [6] and is deseribed as follows. Let
N, 2 1 and Ay 2 0 define, respectively, the nam
ber of branch zymbols released and the depth of the
trellis search at which a liard decision is made, Sup-
pose the trellis encoding has proceeded fo a saople
n = ji,, j an integer. The survivor patl with the
minimum distortion s traced back K, + Ay ranchies,
and the K, branch symbols (codewords) correspoud.-
ing to samples j&, — Kg = A, L R~ Ky Lare
released. Define the node that the best snrvivor path
al sawnple 3 &, passes through at samphe p &, -~ Ky as
2 (FK, — Kq). Each sucvivor path at sample jA, i
traced back ta sample j /', ~ Ky If the resnlting node
is not. (7 K, — K3). then the associated survivor medt.-
ric at sample JR, is set ta oc. If (he resuliing node
is 2*(F K, — K4), then no change is mnade. This eflec
tively “prunes™ all survivor paths that would lead to
an inconsistent trellis path. The purformance of the
coder is expected to increase at the expense of longer
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cncoding delay as A, orfand Ky increase. Hence, K
and Ky ate generally selected as large as permissible
m each application.

V. EXPERIMENTAL RESULTS

{n 1his scction, we evaluate the effectiveness of
T coders at low bil rates. Both Korean and English
sentences are used (o evaluate encoding performance.
In each tanguage, Sentences |, 3, 6. and 7 were used to
design the coder. and sentences -5 were used Lo eval-
wile Lhe codet petlormance. The TEC coding system
encodes teee dhifferent paramelters (gain, formant. and
piteh parameters) as the side information. The quanti-
zadio fevels for the sealar quantization of gain param.-
elers were designed by applying Lhe generalized Lloyd
algoritton 1o a training sequence. The formant cocl-
Hesente are first teansformed to L8P parameters [13),
and then predictive trellis coded quantization {1TCQ)
scheme [16] 3 applied 1o gqnantize the LSP parame-
ters, The pitett coctfivients are teeated as veetors and
encoded by vector gnamlization techniques.

Table 3 presents tie sinmlation results for the un-
weighted il weighted 4.8 kbps TEC coders. The
siinufations using Korcan sentences produced the av-
crage SNR and SEGSNR of 1248 and 12,24 dB, re
spectively. The simulations using Buglish sentenees
produced the average SNR and SEGSNR of 12.2 and
11.23 dB3. cespectively, To assess the subjective qual.
iy of the TEC encoder. a TEC reconstructed senlence
was compared with that of a p-law PCM system [13)
{yr = 2001 operating at bit rates of 3 (lirough 8 bits per
sample, Informal hstening tests wdicate the 4.8 khps

TEC systein performs voughly between the 5-bit and
G-Dit ge-law PUM witde g = 235, lnlormal listening
Lests gevealed that the advantage of ervor weighting
ix sl bt van be heard. For example a “warble®
noise tn the word “rob™ of the English seotence o was
rediced with the weighting filter, An empiricaliy “op-
timal™ value for 4 was [ound 10 be (0.8,

VI, CONCLUSIONS

An cllective 1.8 kbps speech coding system, called
trellis excitation coding (TECY, was introduced, which
incorporates TCVQ [fif'ln the CELP structure [1]. We
formmlated sneh o combination of TCVQ and CELP.
A (riuniug, sequence-based algorithm was then intre
ducedd for iteratively designing the optimal codebooks
subject to the TEC strueture. Also, we described the
trellis symbol release rules. Then, simulation resulis
for the efficient £.8 kbps TRC coder was presented in
terms of SNI aml SEGSNR, and the inforinal listen.
s tests,
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Table 1. Korean sentences Used Lo Evaluate Encoding Performance.

it3] G. Ungerboeck, “Channel coding with multi- = . "
level/phase signals,” IEFE Trans. inform. The- . ol 3& PP sbelduich {Female}
ory, vol. IT-28, pp. 55-67, Jan. 1982 1. AYH FQE AE sPY {Female)
(14] F. Ttakura, “Line spectrum representation of Iin- 3, o|HALL Aa Ye E2Ech (Male}
ear predictive coeflicients of speech signals,” J. 4 HE7|ee AATNe) YE5YHol) (Male)
Acoust. Soc. Amer., vol. 57, supplement no. 1, : 'L © ol .
SaS(A). togs, O T supement n 5. QoM A7) e LUe YuTh  (Male
[15] N. Sugamura and N. Farvardin, “Quantizer de- 6. el# 4 Edo] A 2ol wih (Male)
sign in LSP speech analysis-synthesis,” [EEE 7. egRe A JFe FAUYCL {Female)
Journ. Selected Areas in Comrnun., vol. 6, pp. -

432-140, Feb. 1988,

[16) N. S. Jayant and P. Noll, Digitel Coding of Wave-
forms, Englewood Cliffs, NJ: Prentice-hall, Inc.,
1984.

- . . . . Table 2. English sente Used to Evaluate Encoding Performance.
{17] K. T. Malone, “Adaptive predictive coding of able 2. Bogish sentences ¢

speech using trellis rcoded vector quantization” 1. The pipe began to rust while new. {Female)
Eehrhlgérdiséssega“on, lexas ALM University, De- 2. Add the sum to the product of these three. (Female)
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6. Almost everything involved making the child mind. (Male)
7. The trouble with swimming is that you can drown. (Female)

Tabie 3. The Performance of the 4.8 kbps TEC Coder.

SNR/SEGSNR (dB)

Sentence Number
~ 1 2 3 4 3
Korean | 1 |13.28/12.85 | 13.31/13.23 | t2.11/11.86 | 10.91/10.87 | 12.78/12.39
0.8 [ 12.52/12.32 | 12.91/12.34 { 11.72/11.03 | 10.71/10.10 | 12.18/11.92
English | I ] 13.78/12.46 | 13.76/12.44 | 10.93/9.85 | 10.43/10.27 | 12.09/11.12
0.8 1 13.18/12.50 | 13.32/11.58 | 10.47/8.99 $91/9.86 | 11.67/10.58
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