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Abstract

At least ewo projects for English-to-Korean translation
have been already in action for the last few years, but
so far no attention has been paid to the problem of
resolving pronominal reference and a default pronoun
translation has been considered instead. In this paper
we argue that pronouns cannot be handled trivially in
an Engtlish-te-Korean transfation and one cannot
bypass the task of sesolving anaphoric reference if
aiming at good and natural translation. In addition, we
propose lexical transier rules for English-to-Korean
anaphor translation and outline an anaphora resolution
model for am English-to-Korcan MT system in
operation.

1. Anaphora Resolution and Mahine Translation

At least two English-to-Korecan Machine Translation
{MT) sysiems have been reported so far in operation
([Kim & Choi 93], |Lee & Kim 93]), bui none of
them has paid attention to the problem of resolving
pronominal reference and defaull translation has been
used for handling pronouns! .

Everyone aprees that anaphora resolution is a
complicated problem in natural language processing.
Considerable research has been done by computational
linguists {[Carbonel & Brown 88], [Dahl & Ball 90],
{Frederking & Gehrke 87, [Hayes 81}, {Hobbs 78],
[Ingtia & Stallard 89], (Rich & LuperFoy 88],
[Robert 89]), but no complete theory has emerged
which offers a resolution procedure with success
guaranteed. Mosl approaches developed - even if we
restrict our attention to pronominal anaphora, from
purely syniactic ones to highly semantic and pragmatic
ones, only provide a partial treatment of the problem.

In this paper we only considet pronouns in 3rd persen singulas
and plnral. Pronouns iu 15t and 20d person in Koreap are socially
d d rare in ical subl and arc nol subject (o
our current investigations

L)

Anaphora resolution within the dotmain of Machine
Translation {MT) has its specific aspects, With an
exception of a recent paper [Preup et al. 94| which
offers an anaphora resolution model for English 1o
German translation, there has been no work which
investigates the anaphora resolution problems from the
point of view of MT.

In MT, besides ambiguity resolution, often seen as its
most important problem [Huichins & Somers 92),
another major difficulty is the resolution of anaphora<.

The identification  of  pronouns involves the
identification of the earlier noun phrases to which they
refer, called the pronoun's antecedent3. The
establishment of the antecedents of anaphora is very
often of crucial importance for the correct translation.
When 1iranslating into languages which mark the
gender of pronouns for example, it is essential to
resolve Lhe anaphoric relation. Fucthermore, the
translation of the predicates connected with the
proncun (verbs, nouns etc.) may change according lo
different antecedents.

Consider a MT system with English as a source
language and consider iranslating the pronoun "it"
from English into the target language. If the target
language is French, Spanish or ltalian, the pronominal
anaphoric reference has to be resolved before we
decide which of the two possible pronouns - masculine
or feminine - to use. In German, Greek and Slavic
languages we have one mote gender choice - neutrai.

2Given 1he

phexity of the problem, we bave concenteated on
I inal type of anaphora and later in our paper each eeference
of "anapbora” will be used as syponym of “propominal
anapbora”.

I\Jso termed "referent® which is used as a syponym throughout
1he paper
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In some languages the pronoun is translated directly
by its referent. In English to Malay translation for
instance, there is a tendency of replacing 'it’ with its
referent. Replacing a pronominal anaphor with its
referent means, however, that the translator (program)
must be able to identify first the referent.

Anaphora resolution reflects two essential topics in
Machine Translation: ambiguity in a MT context and
translation of discourse instead of isolated sentences.
Anaphora can be viewed as a sort of ambiguity, in that
the antecedent of a given pronoun might be uncertain
and referential relations are one of the means that
constitute coherence of texls.

2. Rationale for Anaphora Resolution in English-to-
Korean Machine Translation

Jn Korean MT community, nct much attention has
been drawn to anaphora resolution problems  This is
partly due to the complicated problem of anaphora
cesolution. But it is also due to the biased assumption
that anaphoric ¢xpressions in the source language can
be easily mapped to the corresponding anaphorts in the
target (Korean) language, or in many cases they can
be simply ignored in the transier phase.

Whereas in most European language pairs anaphora
resolution is "compulsory" (or else we risk of
rendering in  certain cases quitc unacceptable
translations), lhere are certain cases in Korcan where
anaphora resolution may seem "optional .

Consider the sentences {Hutchins & Somers 92]:

(1) The monkey ate 1he banana because it was hungry.

(2) The monkey ate the banana because it was ripe.

{3) The monkey ate the banana because it was tea-
time.

In each case the pronoun "it" refers to something
different: in (1) the monkey, in (2) the banana and in
{3) - to the abstract notion of lime. If we have 10
transiate the abovce sentences in German, then
anaphora resolution is inevitable, since the pronouns
take the gender of their anlecedents and since the
German words  "Affe" - (masculine, "monkey™),
"Banana” (f¢eminine, "banana”) and "es" (neutral - "it"
for time noticn) are in different gender.

Consider the translation of the sentences (1}-(3) from
English-to-Korean and their literal descriptions in
English.

(1°) W uA Hgoliz shhtg Hiet
hungry-cavsaL monkey-NOM banana-acc cat-
PAST.DECL

(2') oM dgole hg Yl
fipe-CAUSAL  monkey-Ncm  banana-acc  eal-
PAST,DECL

(3") gierdojol o B¢l sl Yl
tea time-causar, monkey-NOM banana-acc eat-
PAST,DECL
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Note that in the above Korean translations there are no
pronouns. These examples mighi seem encouraging
that we could translate from English-to-Korean,
bypassing the tough problem of anaphora resciution.
However, such a conclusion would be too misleading.

The assumption that anaphoric expressions in the
source language can be easily mapped to the
corresponding anaphors in the target fanguage, or in
many cases they can be simply ignored in the transfer
phasc, is totally unfounded. It is not hard to find
English seniences for which anaphora resolution is
necessary in order to get their correct translation into
Korean  Consider the sentences:

{11} Although programmers usually write good
programs, they may still make a mistake.

(4t) Although programs are usually written by
good programmers, they may still contain
mistakes.,

In Korean, there are two iypes of pronominals
corresponding to "they”, one for human beings and
the otiwer for non-human beings. In order to assign the
proper Korean pronominals to the English pronominal
"they", the system should be able t resolve "they"
between the two possible referents, "programmers”
and "programs”.

Anaphora resolution becomes a more setious business
when we aim at achieving high-quality translation.
The translation of (4a) and (4b) inte Korean with the
successlul assignment of pronouns may still sound
awkward to Koreans, because in Korcan it is
siylistically more natural not (o explicitly mention
anaphors in subordinate clauses that are corelerential
with nominal expressions in the main clause. 1t is
somewhat similar w English participle constructions
whose subject is "understood.” The best translation of
{4b) in Korean could be described in English literally
as:

{3) Being usuaily writlen by pood programmers,
programs may still contain mistakes.

Thus, if we are able o pet the translation of (4a) and
{db) withoul overt pronominals, we are more likely (o
get better ranslation.  This being so, anaphora
resolution is very crucial in English-to-Korean MT
because we must resolve the pronominal "they" to
replace it by proper nominal expressions.

Moreover, "optional" anaphora reselution means
preserving anaphoric ambiguity in case no anaphora
resolution is undertaken. It may seem that carrying
ambiguities over translation is cven more "authentic”
from the point of view of having a mirror transiation
of the source text. Not resolving anaphoric ambiguity
mcans that during the translation process text is not
fully understood. Generally speaking, however,
analysis is aimed at producing an unambiguous
intermediate representation [Isabelle & Bourbeau 85].
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Moreover, a system strongly relying on the
“ambiguity preservation" method, in addition to
offering no computational advantage when ambiguity-
preserving situations must be identified dynamicaily,
is extremely vulnerable in situations whete (i) the
lexicon is growing while the system is in use or (ii)
when additional languages must be introduced
({Nirenburg et al, 92]). Every new word sense added
to the lexicon carries the potential of ruining the
possibility of retaining ambiguity in translation for all
previous entries. All this means that extra atieniion
must be paid to the maintenance of the jexicons.

3. English-to-Korean Machine Transtation and Mates

We are currently invesligating anaphora resclution
feasibility with regards to possible extension of our
English-to-Korean translation system MATES/EK
MATES/EK has been developed through a co-research
done by KAJST and SER1 (Sysiems Evcineering
Rescarcii Tnstitute) from 1988 10 1992, and is still
under evolution in KAIST. It is a trans(er-based
system, which does an English sentence analysis,
transforms the result (parse tree) into an intermediate
representation, and then transforms it into a Korcan
synlactic structure to construct a Korean sentence
(Choi 94 ¢t al].

« Morphological Analysis Using N-gram:

Category ambiguitics are resolved by combining
the N-gram and the rules.

» Augmented Context Free Grammars for English
Syntactic Analysis:

An augmented context free grammar has been
defined for general English syntactic analysis and
the analyzer is implemented using Tomita LR
parsing algorithm.

» Lexical Semantic Structure (LSS} to represent
the intermediate representation:

The resuit of the syntactic structure is transformed
into an intermediate representation LSS, which is a
dependency structure that is relatively independent
to specific Janguages. In LSS, the constituents in a
sentence are combined only in head-dependent
relation based on the lexical categories, and there
are no order relation between the constituents.
Hence LSS is desirable for translation between
English and Korean, two languages with fairly
different svntactic stractures.

» Grammar Writing Language and its Environment:

MATES/EK tuns a series of tree transformations
on the LSS structure from the English syntactic
struciure, in order 1o get a steucture specific 1o
Korean syntactic structure. To do this, we
developed a grammar writing language, in which
the rules describe the tree transformations, and its
supporting system. During the tree transformation
operations the system looks up in (he English-
Korean bilingval dictionary in order (o get the
Korean lexemes.

Development Supporting Tools :

Taking into account the continuously growing
property of an MT system, we developed a set of
development supporting tools for grammar writing
and editing, dictionary updating and translation
testing.

MATES/EK consists of a set of dictionarics. a set of
grammar rules and processing modules. Translation is
carried out as sequential processing stages: English
morphological analysis, English syntactic apalysis,
English semantic analysis, English-Korean lexical
transfer, English-to-Korean structural transformation,
Korean syntactic structure gencration and Korean
morphological generation. Figure 1 depicts the overall
configuration of MATES/EK. MATES/EK has
{ollowing features:

Struc Syntactic
Analysis Transfer Transfer Generation
Grammar Grammar,
[ Grammar Executor CANNA
oy
English . Korcan
- X Lexical Structural |[—{» .
* . Semantic |-§ Transfer > Transfer Syntacuf:
ﬂ Analyzer Gencration
ish |Analyzer *
) / \ Korean
(SymacticJ Morph
. Transfer .
4 énalysm Generation
Well-formed )
English Korean
Sentence Sentence

Figute 1. The sysiem configuzation of MATES/EK
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This system is tested on 1,708 sentences, whose length
is less than 26 words sefected from 2500 sentences in
the IEEE computer magazine September 1991. It
shows about 95 percent of success rate for sentences
shorter than 15 words, about 90 percent for 18 words,
80 percent for 21 words, and 75 percent for 26 words.
This i5 a quite encouraging result since the magazine
contains various kinds of texts of various styles.

4. Mates and Anaphorta Resolution

Though MATES/EK has demonstrated  very
encouraging results, it is far from being a perfect
automatic translator. We have not implemented an
anaphora resolution module yet and there are various
cases of complex sentences andfor discourse segments
in which the system will not produce the most natural
translation.

Consider the following two sentences and discourse
segment:

(6a) The man who manages Tanya knows she is a
difficuit case.

{6b) Is animation really as useful as it seems?

(6¢) Similarly 10 human beings, computers can share a
multimedia vocabulary and common knowledge.
They, however, can communicate with emotion.

These sentences could be translated correctly by
MATES [Kim & Choi 93} .

Now consider another two complex sentences (7a),
(7b) and another discoucse segment (7¢) which have
exactly the same syntactical structure as {6a), (6b) and
(6¢) respectively.

(72) The president who governs Russia knows she is a
difficult case.

(7b) Is the child really as hungry as it seems?

{7¢) Similatly to human beings, computers can share a
multimedia vocabulary and common knowledge.
They, however, can be connected in an on-line
network.

Due to the unavailability of an anaphora resolution
model, wrong translations will be produced. The
resolution of the anaphor “she" {(non-human} jn (7a)
would require the translation "2 2 (kugot)" (instead
of the default "24 (kunyo)"), the resolution of "it"
(human) in {7b) would help in assigning the correct
translation "1o} (kuae)" (instead of the defaull "I
(kugot)" ) and the resolution of the anaphor “they"
(noti-human) in (7¢) would imply the use of "22E
(kugotul)* (instead of the default "2& (kutl)™).
Moreover, a betier translation is even possible (see
rules 5.1-5.7).

It is clear that MATES needs an anaphora resolution
module. But before coming finally to this problem, we
had to investigate in detail the English-to-Korean
anaphor transtation phenomena.

-3 -

5. Some Practical Lexucal Transfer Rules for English-
to-Korean Anaphor Translation

We studied various texts from a Computer Science
English corpus prepared for Machine Translation and
on the basis of the observalions we proposed practical
anaphor translation rules for the needs of the lexical
transfer in English-to-Korean Machine Translation.
These rules prescribe how English araphors should be
translated inte Korean on the basis of syntactic
intormation, the type and semantic class of the noun
the anaphor refers o, and are very useful for the
lexical choice during the transfer. We do not regard
the described set of rules as complete: however, it
provides a good starting point and gives an idea of the
direction of our current research efforts. The
following major cases ate concerned:

5.1 Comptex Sentence I {main clause + subordinate
clause)

When the subordinate clause in a complex sentence
follows the main clause, the anaphor in the

subordinate clause should not be translated.

(8a) Cashes are one of the most important ideas in
computer architecture because they can substantially
improve performance by the use of memory.

vl5e) Algo] 23 Y52 3D Y AR ¢ A2BR
Aty FEE FRIM JHF F2T ololElo]F Buirt,
Memory use-INSTRUMENTAL performance-aCCUSATIVE
substantially improve-CAUSAL cache-NOMINATIVE
architeclure-LOCATIVE. most important ideas-among
0One-DECLARATIVE.

(8b) The key is to partition computations so they rely
on local data.

F2Y AL 2gdo|Elol YEHT K A PE v E
Refct,

important thing-NOMINATIVE local data-DEPENDENT

depend computation-ACCUSATIVE divide thing-
DECLARATIVE.

5.2 Complex Sentence IT (subosdinate clause + main
clavse}

If the subordinate clause in a complex sentence is
followed by the main clause, the anaphor(s) in the
main clause is realized as the noun phrase(s) in the
subordinate the anaphor sefers to.

(9) As processors get faster, they will lose more and
mote of their performance to the memory system.
Z2 M GRS G TR MA 2 vlme] AlAato) vk
Aol Aus Helul,

Drocessor-NOMINATIVE fast-CONDITIONAL processor-
POSSESSIVE Memory system-DIRECTIVE performance-
NOMINATIVE {05e-FUTURE,DECLARATIVE.
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$.3 Generalized Quantifiers

5.7 Every other case

If the anaphor refers to generalized quantifiers®, it is|
translated into definite description patterns such as|
"% (kuren: "such’ or ‘that’) + nominal”.

In every other case, use the default transtations : "he"-
"2 (ku)", "she""2U (kunyo)", "it"-"2H (kugot)”
and "they"-"2 2 & (kugotul)”

(10) Alihough many approaches may be technological-
ly feasible, they must also be economically feasible to
be applied in a markel economy.

B AIgATel V1€ er Hydtezts 19
ﬁ}ﬁf&ﬂ;’g‘& AZANel 439 o IMH22 Pk
ot

many approaches-NOMINATIVE technically feasible-
CONCESSIVE those approaches-NOMINATIVE market
€CONOMY-LOCATIVE apply-MODIFIER time-TEMPORAL
economically feasible-DECLARATIVE.

5.4. Human "it" {child)

if the antecedent of "it" is human, replace the pronoun
with its antecedent (preceded by a definite article}

(11) The child is in the room, and it is piaying with a
doll.

ofe]= el Avdl, 2 obole AYE 2HXE 1 A
child-NOMINATIVE roOom-LOCATIVE ¢Xist-
CONJUNCTIVE, 1he child-NOMINATIVE doll-INSTRUMENT
play-PRESENT,DECLARATIVE.

5.5 Non-human "she"

If the antecedent of "she" is non-human, translate the
pronoun by replacing it with its  its antecedent
receded by a definite article) .

(12) There was a nice banquet on a ship. Her name
was 'Peat] de Mer'.

oA FE Yol AN 2L v)e) o] FR 'Peari de
Mer €Lt

ship-LOCATIVE nice banquet-NOMINATIVE be-

CAST DECLARATIVE. the ship-POSSESSIVE name-
NGMINATIVE 'Pearl de Mer’ be-pAST,DECLARATIVE.

5.6 Inanimate "they"

If the antecedent of "they" represents a set of non-
buman entities, translate the pronoun as "THE

|Gcugotub)”

(13) When the system execuies the erroneous
instructions with certain data values, they cause a
failure and the error becomes effective,

NA®o| ojm Holet Zhe 2 ¢ 7t Yk PH& +9Y
o, 2AF2 DA% WD 25 Y g,
System-NOMINATIVE certain data value-INCLUSIVE
€ITOTS-NOMINATIVE ¢XiSl-MODIFIER instructions-
ACCUSATIVE execule-MODIFIER (ime-TEMPORAL, they-
NOMINATIVE fault-~ACCUSATIVE (3use-CONIUNCTIVE
SITOr-NOMINATIVE effect-ACCUSATIVE occur-
DECLARATIVE.
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{14) Mr. Han went out at 3:00 in the afternocn and he
will come back late in the evening.

e 2 F 3ol Uzken 2 MY Al Sob& Aol
Mr.Han-NOMINATIVE afternoon 3:00-TEMPORAL
20_out+PAST,CONS UNCTIVE he-NGMINATIVE evening
late retlurn-FUTURE,DECLARATIVE.

The rules 5.1-5.7 are to be integrated into the lexical
transfer module of MATES. As one can see, these
practical rules are based on available information
about the referent and before applying them,
antecedents should have been already identified.

The above rules are given in priority order and can be
casily described in a more formal way.

6. Anaphora Resolution Model for Mates

In order to implement the above rules and since we
are aiming at extending MATES inle a system that can
handle discourse translation (initially handling
anaphoric references), we are studying different
anaphora resolution strategies. At shis stage, we have
chosen a simplified version of our integrated anaphora
resolulion  model proposed in [Mitkov 93], Full
unplementation of this model, including center
tracking inference engine, seems too costly for the
immediate goals of our English-to-Kotean translation
system. -

The main idea is that given the compiexity of the
problem, we think that te securc a comparatively
successlul handling of anaphora resolution one should
adhere to the following principles: 1) restriction fo a
domain (sublanguage) rather than focus on a particular
natural language as a whole; 2) maximal use of
linguistic information inlegrating it into a unilorm
architecture by means of cxisting partial theories.
Soeme more recent Ireatments of anaphora ([Carbonell
& Brown 88], [Rich & LuperFoy 88]), ([Preuf et af
941} do cxpress the idea of "multi-level approach”, or
"distributed architecture”, but their ideas a) do not
seem to capture enocugh discourse and heuristical
knowledge andfor b) do not concentrate on anu
investigate a concrete domain, and thus risk being too
gencral. We have tricd nevertheless to incorporate
some of their ideas inte our own proposals.

Our anaphora resolution model integrates modules
containing different types of knowledge - syntactic,
semantic, domain, discourse and heuristical (Figure
2).
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DISCOURSE DOMAIN
KNOWLEDGE
R - KNOWLEDGE .

Domain Heuristics Tracking Centor Domain Concept

Rating Rules \_ 8 Knowledge Base
REFERENTIAL ANAPHORA

ANAPHOR — | EXPRESSION > # ANTECEDENT

‘/ FILTER RESOLVER

P 4
SYNTACTIC KNOWLEDGE
Number Agreement
Gender Agrecment
Person Agreement
Disjoint Reference
C-Command Constraints

Cataphora
Syntactic Parallelism
tactic Topicalization

S

k

SEMANTIC
KNOWLEDGE
Semantic Consistency
Case Roles
Semantic Parallclism
Animacy
Set Generation

L

Figure 2: An integrated anaphora resolution archilecinee

The syntactic module, for cxample, knows that the
anaphor and antecedent must agree in number, gender
and person. It checks if the c-command constraints
hold and cstablishes disjoint reference. In cases of
syntactic parallelism, it prefers the noun phrase with
the same syntactic role as the anaphor, as the most
probable antccedent. It knows when calaphera is
possible and can indicate syntacticaily topicalized noun
phrases, which are more likely o be antecedents than
non-topicalized oncs.

The semantic module checks for scmantic consislency
between the anaphor and the possible antecedent. It
filtlers out  semantically incompitible  candidales
following the currenl verp semantics or the animacy ol
the candidate. In cases of semaatic parallelism, it
prefers the noun phrase, having the same scmantic
role as the anaphor, as a most likely anteccdent.
Finally, it generates a set of possible antecedents
whenever necessary.

The domain knowledge module is praciically a
knowledge base of the concepts of the domain
considered and the discourse knowledge module
knows how to track the cenler of the current discourse
segmenl.

The heuristical knowledge module can sometimes be
helpful in assigning the antecedent. It bas a sct of
useful rules (c.z. the antecedent is 1o be located
preferably in the current sentepce or in the previous
one) and can forestall certain impractical search
procedures.

The use of common sense and world knowledge is in
general commendable, but it requires a huge
knowledge base and set of inference rules. At the
present stage of our project, however, we do not
envisage the development of this module.

- 3% -

The syntactic and semantic moduies usually filter the
possible candidates and do not propose an antecedent
(with the exception of syntaclic and  semantic
parallelism). Usually the proposai for an antecedent
comes from the domain, heunistical, and  discourse
modules. The latter plays an important role in tracking
WY LOIWL aim Pivjaovs o nesaily cases as the most
probable candidate [or an anlecedent,

The referential expression filler plays an important
role in filtering out impersonal ‘it'-expression (e.g. "il
is important”, "it is necessary™, "it should he pointed
out" ¢te.) , where 'it" is not anaphoric.

Initially, we envisage the implementation of (he
syntactic, semantic and heuristical modules, which
together with the relerential expression filter alone are
helplul in solving practically most of the cases in our
sublanguage.
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