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Abstract : In this paper, we propose Neuro Fuzzy Polynomial Networks(NFPN) based on Polynomial Neural
Networks(PNN) and Neuro-Fuzzy(NF) for model identification of complex and nonlinear systems. The proposed
NFPN is generated from the mutually combined structure of both NF and PNN. The one and the other are -
considered as the premise part and consequence part of NFPN structure respectively. As the premise part of
NFPN, NF uses both the simplified fuzzy inference as fuzzy inference method and error back-propagation
algonithm as learning rule. The parameters such as parameters of membership functions, learning rates and
momentum coefficients are adjusted using genetic algorithms. As the consequence part of NFPN, PNN is based
on Group Method of Data Handling(GMDH) method and its structure is similar to Neural Networks. But the
structure of PNN is not fixed like in conventional Neural Networks and self-organizing networks that can be
generated. NFPN is available effectively for multi-input variables and high-order polynomial according to the
combination of NF with PNN. Accordingly it is possible to consider the nonlinearity characteristics of process
and to get better output performance with superb predictive ability. In order to evaluate the performance of
proposed models, we use the nonlinear function. The results show that the proposed FPNN can produce the
model with higher accuracy and more robustness than any other method presented previously.
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