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Abstract

In this paper, we describe a new method for selecting in-
formation sources in a distributed environment. Recently,
there has been much research on distributed information re-
trieval, that is information retrieval (IR) based on a multi-
database model in which the existence of multiple sources
is modeled explicitly. In distributed IR, a method is needed
that would enable selecting appropriate sources for users’
queries. Most existing methods use statistical data such as
document frequency. These methods may select inappropri-
ate sources if a query contains polysemous words. In this
paper, we describe an information-source selection method
using two types of thesaurus. One is a thesaurus aqutomat-
ically constructed from documents in a source. The other
is a hand-crafted general-purpose thesaurus(e.g. WordNet).
Terms used in documents in a source differ from one another
and the meanings of a term differ depending on the situation
in which the term is used. The difference is a characteris-
tic of the source. In our method, the meanings of a term
are distinguished between by the relationship between the
term and other terms, and the relationship appear in the co-
occurrence-based thesaurus. In this paper, we describe an
algorithm for evaluating a usefulness of a source for a query
based on a thesaurus. For a practical application of our
method, we have developed Papits, a multi-agent-based in-
formation sharing system. An experiment of selection shows
that our method is effective for selecting appropriate sources.
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1 Introduction

The increasing amount of information requires information
retrieval (IR) systems in order for users to access informa-
tion effectively. The problem of locating relevant informa-
tion in distributed information sources is partially solved by
large-scale centralized retrieval systems such as Altavista'
and Google?. In centralized systems, documents from around

Vhttp://www.altavista.com/
2http://www.google.com/

the network are copied to a centralized database, where they
are indexed and made searchable. This centralized system
suffers from a number of limitations, including coverage lim-
itation, outdated data, and unavailable documents due to lim-
ited access.

Distributed IR is a new research area to overcome these
problems [4, 19]. On distributed IR, each source has a search
function and a user’s query is processed in it. The querying
user receives results from each source. If a user sends query
to all sources, the precision of the search becomes lower due
to results from sources with no relation to the query. So,
selecting sources appropriate for a user’s query is very im-
portant part in distributed IR.

In this paper, we focus on selecting sources appropriate
for a user’s query and describe a new selection method using
two types of thesauruses. One is a co-occurrence-based the-
saurus, which is as a source description automatically con-
structed from documents in each source. The other is Word-
Net [14], a hand-crafted general-purpose thesaurus. We use
our method to implement Papits, a multi-agent-based infor-
mation sharing system developed in our laboratory. The users
of Papits share various research information, such as PDF
files of research papers, with the aid of agents. Our method
is used for information retrieval and “Know Who” search in
Papits.

The remainder of this paper is organized as follows: in
Section 2, we describe distributed information retrieval. In
Section 3, we describe our method with regard to source
description and automatical thesaurus construction and we
present of our selection method using thesauruses. In Sec-
tion 4, ‘we provide an outline of Papits as an application.of
our method. In Section 5, we describe experimental results
of our method and shows the usefulness of our method. In
Section 6, we show related works. Finally, we conclude with
a brief summary and future research directions.

2 Distributed Information Retrieval

Distributed IR is based on multi-database model in which the
existence of muitiple sources is modeled explicitly. The com-
parison between centralized IR and distributed IR is shown
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(b} Distributed Information Retrieval

(1} Centrulized Information Retrieval

Figure 1. Centralized IR and Distributed IR

in Figure 1. On distributed IR, a broker receives a user’s
query and sends the query to appropriate sources. The query
is processed in each sources. Distributed IR enables IR in
environments where source contents are proprietary or care-
fully controlled, or where access is limited.

Distributed IR consists of three major steps [11] as fol-
lows:

Source Selection
Given a set of information sources, the system deter-
mines which sources are most likely to contain relevant
documents for a given query.

Query Translation
The users’ query is translated into the query language
of the respective sources and processed at the selected
sources, producing lists with a set of individual results.

Result Merging
These lists of results are merged into a single list of
documents to be presented to the user.

In these three step, the Source Selection is the most impor-
tant one for search effectiveness because selection correct-
ness affects the effectiveness of the search. Powell et al. [17]
have shown that good source selection can result in higher
retrieval effectiveness than that achieved in a centralized sys-
tem,

In the Source Selection, the first task is to represent what
each source contains. This representation is called the Source
Description. A simple source description is represented by
the words that occur in the source and their frequencies of
occurrence(3, 20, 10]. These representations are not effective
if a users’ query or a document contains polysemous words.
This is because the same word is used to describe different
things in polysemous words, both in queries and in docu-
ments. So, a semantic knowledge about source is needed for
a source description. Next, a method is required for selecting
sources based on a user’s query and a source description.

3 Thesaurus based Source Selection Algorithm

In our method, we use two types of thesaurus. One is the-
saurus automatically constructed from documents in a source,

as a source description (here in after called SDT). The other
is WordNet [14]; it is used as a complement of the SD7". Our
source description requires no manpower and all the data for
selection are automatically constructed or already prepared.
Thus, our method is more scalable than other existing meth-
ods.

With co-occurrence-based thesauruses, the form of a par-
ticular thesaurus depends on the documents used for its con-
struction. Terms used in documents in a source differ from
one another and meanings of a term differ, depending on
the situation in which the term is used. The difference is a
characteristic of the source and is used for selection. Terms
used in each source are distinguished by the words that occur
in a source and their frequencies of occurrence. However,
methods using only statistical data face the problems caused
by polysemous words. In our method, the meanings of a
term are distinguished between by the relationship between
the term and other terms. The relationship appear in the co-
occurrence-based thesaurus. By using a co-occurrence-based
thesaurus, our method overcomes the problems caused by
polysemous words.

In our algorithm, we assume that terms in a given query
are related to each other. These related terms are adjacent to
each other or linked closely in a thesaurus. If terms in a query
are adjacent to each other or linked closely in the SDT of a
source, the query is related to the source. Our method evalu-
ate the usefulness of each source for a given query based on
this assumption and a broker selects appropriate sources by
ranking the usefulness value receiving from each source,

3.1 Source Description

A recent study on automatic thesaurus construction uses term
co-occurrence data [13]. The general idea underlying the use
of these data for thesaurus construction is that terms that tend
to occur together in documents are likely to have similar, or
related, meanings [18].

Our source description forms a graph whose node con-
tains a term and the value of its term frequency occurrence
in documents in the source. The edges have term-term sim-
ilarity. Several similarity measures have been suggested for
co-occurrence-based thesauruses [12].

We use average conditional probability(ACP) as similar-
ity measure which was used in collocation map[16] for au-
tomatic thesaurus construction. ACP is the average value of
two conditional probabilities P (x|y) and P(y|«) defined as
Equation (1).

Plzly) + Plylx)

2
_ L(PEy Py
= (P(w * P(w))

2
For example, suppose that co-occurrence terms are de-
fined as terms occurred in a same document. Then, let NV
the number of documents, df, the term x of document fre-
quency and dfy, is the co-occurrence frequency of two terms,

M

similarity(z, y)
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Algorithm 1 evaluating a source for a query
Terms ¢« ¢, eval«0,
o and B are given(0 < v < 1,0 < B < 1)

functi;)n EvalSource(g:set):double
foreach term ¢; in query ¢ do
TermMapping(t;, tf;, 1.0)

end

foreach (t1,tf:,, we,), (t2, tfe,, we,) € Terms and

t1 # tz2 do

eval—eval + relation(¢y, t2)
end
return cval
{Y'cl'lus]c'l

end
procedure TermMapping(t:string, t fi:integer,
w:double)

if w < 3 then return

if a term ¢ is in the source description then do
Terms < Terms U (t, tf,, w)

else if a term ¢ is in WordNet then do
Neighbors, + {t;| distance(t,t;) =1}
foreach t; in Neighbors, do

TermMapping(t:, tfe;, w * «)

end

end if

end

Figure 2. Thesaurus-query similarity evaluation algo-
rithm

Plz) = %{T‘ and P(x,y) = %’L So the similarity of term x
and y are calculated as Equation (2).

dfey (1 | 1
similarity(z,y) = ];W (Ef— + E) @
g ¥

3.2 Source Evaluation Algorithm

Here, we describe an algorithm for evaluating the usefulness
of a source based on a source description and a query. The
algorithm is shown in Figure 2. The query g is a set of terms,
¢ = {t1,t2, -, t,|t; is asearch term in ¢ }. The thesauruses,
SDT and WordNet, are graphs T', T = (V, E), where V is
a set of nodes and F is a set of edges in T'. Here, Ty =
{Vi, 12,) and T3y = (Vi, £y) Tepresent SDT and WordNet,
respectively. A node is a tuple n, n = (t,1f), where ¢ is the
term and ¢ f is the term frequency of t. An edge is a tuple e,
¢ = (t,1,,w), where t,. and , are the terms and w is the
similarity between t,, and t,,. Here, w is found by using the
similarity measure described in Section 3.1. Inthe following,
we describe each step of our algorithm.

(step 0) For each term in a given query, (step 1) is processed.

(step 1) Check whether each term is in SDT or not. Ifitis,
keep the term, and use its ¢f value and the weight of
the term. If the term is in query, its weight is 1.0.

-274-

(step 2) If the term is not in SDT', check whether the term
is in WordNet or not. If it is, select the terms adja-
cent to the term in WordNet, such as its synonymy and
hyponymy / hypernymy.

(step 3) (step 1) and (step 2) are executed by using the term
si:lected from WordNet instead of the query term. The
weight of the term is a{a < 1) times greater than the
weight of the query term adjacent to the term in Word-
Net. This is because the relationship between the term
in WordNet and query term becomes lower as the dis-
tance between the terms in WordNet is increases.

(step 4) Calculate the average of the relationship between
the kept terms. We assume that the relationship be-
tween two terms is inversely proportional to the dis-
tance between terms in SDT'. We define the relation-
saip between term ¢; and ¢, (t1 # t2) as follows:

wy, ktfe kW, kL,
distance(t, £»)
*  similarity(¢:,ts) 3)

relation(?y, t2)

where similarity(¢1,t2) is a similarity between ¢; and
t, and it can be calculated by the similarity measure
described in Section 3.1. distance(Z, t2) is the short-
est path from node ¢; to t5 in SDT. if node ¢; and ¢5
are not adjacent each other, then the similarity of these
two terms are the product of the similarity of each edge
in shortest path. However, if the graph SDT is non-
connected, the path from ¢; to ¢; may not exist. Then,
we define the distance and similarity as Equation (4)

and (5).
distance(ty, t2) = |T}| C))
similarity(t,13) = I—;—l %)

where |T} | is the size of source description SDT of the
source. This average is the usefulness of the source for
& given query, and this value is returned to the broker.

4 Papits: an application of our method

In this section, we present the outline of Papits, a system we
used to test our method. Papits is a information and knowl-
edge sharing system developed in our laboratory. Papits con-
sists of personal agents associated with each user as shown
in Figure 3. Each agent maintains its user’s research infor-
mation, such as PDF files of research papers or bookmarks
for Web browsing and acts on behalf of its user in sharing
the files and searching data appropriate for its user’s needs
by communicating with other agents.

The research paper search and the “Know Who” search
functions are provided in Papits. “Know Who” search is a
function for searching persons who knows the user’s question
such as “who has the paper related to ‘intelligent agent’?”
or “who knows the words ‘reinforcement learning’?”. Each
user have different data respectively. When a agent searches



Figure 3. Overview of Papits

<?xml version="1.0"?>
<MESSAGE>
<PERFORMATIVE>query</PERFORMATIVE>
<CONTENT >
<SEARCH>
<PATTERN>
<TITLE>
<KEY>agent</KEY>
</TITLE>
<YEAR>
<AFTER>2000</AFTER>
</YEAR>
</PATTERN>
</SEARCH>
</CONTENT >
</MESSAGE >

Figure 4. XML message to search paper

required data or process “Know Who” search, a querying
agent becomes a broker and the other agents become sources.
The querying agent must select the appropriate agents that
have appropriate data for user’s query.

Papits is implemented using Java and XML-based inter-
agent communication library Xgent implemented in our lab-
oratory. Figure 4 shows a example of a XML message used
when an agent searches papers with two conditions; contain-
ing “agent” in title of a paper and published after the year
2000.

Our method is used in this situation as follows. First, per-
sonal agents construct a thesaurus from PDF files of papers
that the corresponding user manages. This thesaurus is the
SD1" in our method. When an agent receives a query from
an user, the agent broadcasts the query to all agents in the
community. Each agent that receives the query calculates
the usefulness of the own source by using our method and
returns the usefulness value. Finally, the querying agent se-
lects appropriate agents and sends the query to these agents.
It is considered the user corresponding to the selected agent
is persons who knows the question of querying user. So the
querying user is notified of the persons on the “Know Who”
search

5 Evaluation Experiments

In this section, we describe experiments to check the use-
fulness of our method. We measured the usefulness of our
method in two ways: time needed for constructing source
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descriptions and precision of selection correctness. We eval-
uate the usefulness by comparing our method and other ex-
isting methods, CORI [3] and CVV [20]. These methods are
based on terms’ frequencies of occurrence. CORI measures
usefulness of each source as the Equation (6) and CVV as the
Equation (7)

., PlE|s
Gcori (.SI(]) = —z_:ze_llql(J (6)
p(tls) = db + (1 — db) * T(t[s) * [(tlé‘)
lo |s|?I-UA5
T(t]s) = M
log(}s| + 1.0)
log(DF; s + 0.5)
I(t|s) = d 1-d :
(tle) = de + (1= do) * ot e 1.0)
chv(slq) = Z(JVV; * DFtyf‘ (7)
teq
vy, = Zues(@Vs 2 CV)
|S
DF.,
CViy =

s
DFiy | Douas DFor
ERE T

ks

where G(s]q) is the usefulness of a source s for a query

q, DF; s is a document frequency of term ¢ in source s, 5 is

a set of sources, DF™** is maximum number of document

frequency of term ¢ in all sources, SF; is source frequency

of term ¢, C'V; is population mean of C'V; , over all sources,

and d; and d; are constant numbers. In this experiments, we
use 0.4 as dp and d;.

We collected web documents from some domain-specific
search engines and removed HTML tags from each HTML
documents. Each domain-specific search engines has the
documents in a same domain. We regards the set of docu-
ments collected from it as a virtual information source. We
virtually constructed 20 information sources. We found these
domain-specific search engines from InvisibleWeb®. Each
source has about 500 documents. We evaluate the usefulness
of our method on this testbed. To evaluate the usefulness,
we measures time needed for constructing source descrip-
tions and precision of selection for these three methods. To
evaluate the precision, we prepare the 100 queries and ap-
propriate source for each query. These pair of a query and
an answer is checked by persons. Both our method and other
method(CORI and CVV) are implemented in Java.

5.1 Experimental Results

Figure 5. shows the experimental results for the amount
of time needed to construct a source description for each
method. A horizontal axis of Figure 5 shows the number
of documents to construct source description and the vertical
axis shows the time needed for construction(milli-second).
As compared with our method and CORI or CVV, our method
takes 10 times as much time as other methods. Because

3nttp://www.invisibleweb.com/
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CORI and CVV only calculate DF or SF value but our method
additionally collects term co-occurrence data.

Figure 6 shows the precision of selection correctness for
each method. A horizontal axis of Figure 6 shows the num-
ber of documents to construct source description and the ver-
tical axis shows the precision of selection for 100 query. All
method improve the precision as the number of documents
used for source description construction increase. And our
method method is higher or same precision than CORI and
CVV in all scene.

These experimental results shows that our method needs
more time to construct source description than other method
based on terms’ frequencies of occurrence. But the correct-
ness of source selection of our method becomes higher pre-
cision than these method.

6 Related Works

Several approaches to the Source Selection have been re-
ported [1, 6, 17, 11, 15, 8]. Some use statistical data such

as document frequency. The CORI [3] method uses collec-
tion retrieval inference nets whose edges are weighed by the
term document frequency and inverse source frequency. The
CORI method is based on a modification of INQUERY [2], a
document-ranking algorithm, and uses document frequency
instead of term frequency and inverse source frequency in-
stead of inverse document frequency. The CVV [20] server-
ranking method is based on the cue-validity variance(CVV)
of query terms. The CVV method has a centralized broker ar-
chitecture in which the broker maintains document frequency
tables for all sources. The variance of document frequency
values across all sources is used to calculate CVV values.
All sources must transmit changes in the document frequency
values when they occur and therefore need to know the ad-
dress of the broker. The GIOSS [9] method ranks available
vector-space sources according to their usefulness. It uses
document frequency and the sum of the weights of each term
for all documents in a source, as determined by the vector-
space retrieval algorithm used by the source. In [10], Gra-
vano et al. describe GIOSS for Boolean retrievals. These
method described above are based on statistical data and are
not effective if users’ query contains polysemous words. This
is because the same word is used to describe different things
in polysemous words, both in queries and in documents.

A number of other methods are based on the use of source
descriptions. The NetSerf [5] method constructs represen-
tations of information sources manually by using semantic
knowledge from WordNet [14]. For each query, a semantic
distance based on the WordNet hyponymy trees is computed
for each source and the source with the smallest distance is
chosen. The Pharos [7] method uses decentralized, hierar-
chical source descriptions to select appropriate sources. The
Pharos generates a source description automatically by per-
forming cluster analysis of the source data and classifying
the clusters within a manually defined meta-data taxonomy.
These rethod using source description is manpower inten-
sive and the cost of performing a search or constructing a
source description with these method is high.

7 Conclusions

In this paper, we described a new information-source selec-
tion method for distributed information retrieval. Our algo-
rithm uses an automatically constructed thesaurus and Word-
Net. Tke sources are represented by automatically constructed
thesaurus. Our method can distinguish between the mean-
ings of a term by using the thesaurus and enables overcoming
the problem of the precision degradation caused by polyse-
mous words. Our method does not have a centralized bro-
ker maintaining data, such as document frequency for all
sources, and all the data needed for selection are automati-
cally constructed or already prepared. As a result, it is easy
to add a new information source, and IR systems become
more scalable with our method compared to other existing
methods. We used our method on Papits, a multi-agent-based
information sharing system developed in our laboratory. In
our experiment on Papits, we found that our method is effec-
tive for information retrieval on multi-agent systems such as
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Papits. Through experiments, we evaluate the effectiveness
of our methods and compare our method with methods pro-
posed by other researchers. Experimental results shows that
our method needs more time than that of existing method,
but the precision of selection correctness is higher than that
of existing methods.
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