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ABSTRACT

A novel approach based on parameters estimation is
presented for fault detection and diagnosis in sensors.
Based on known precise parameter of normal working
sensors system model is buiit from real laboratory inputs-
outputs data, sequentially residual serial is obtained. Where
decision-making rule of detection the fault is given via the
use of beys theory, whilst a filter least-square computative
algorithm for estimating fault parameters is given. The
algorithm is a fast and accurate to calculate value of
sensors faults when system model contains noise and
sensors outputs contain measured noise. The method can
solve both gain type and bias type fault in sensors.
Simulated numerical example is included to demonstrate
the use of the proposed approaches.

1 INTRODUCTION

Owing to the increasing demand for high reliability for
many industrial processes, fault detection and diagnosis
(FDD) algorithms and their application to a wide range of
industrial and commercial processes have been the subjects
of intensive investigation over the past two decades. The
fault of control system contains the fault in system, the
fault in actukator and the fault in sensor. But the fault in
sensor has the most severe effect on system performance.
Like the function of the sense organ of human being, the
fault in sensor wont give correct signal if losing it’s
function so that to bring the paralysis of whole system. It
will be a tragedy for an important system. Thus, we can see
that it is very import for us to detect the fault in sensors in
time. Many methods for sensor fault detection and
diagnosis have been developed, and examples include the
observer based approaches, neural network based methods,
principal component analyses (PCA) based methods etc.

In observer based FDD approaches, observers are
constructed based upon a knowledge of the parameter
matrices in the state-space representation of the healthy
system. This enables fault detection to be performed by
checking the observation error in relation to a pre-specified
threshold. since the parameter matrices of the system are
assumed to be exactly known, difficulties will most
certainly arise when applying these methods to practical

systems. This has lead to the use of unknown input
observers, where the model uncertainties and slowly
varying parameters are treated as unknown inputs to the
system. However, these methods are still limited to
systems whose dominant parts are linear and known. For
faults estimation in sensor these methods only solve
alternative between gain and bias type.

Use of neural network can solve problem of sensar
fault detection in nonlinear system, but can’t estimate
value of faults. In addition, the methods has a disadvantage
with great account. Now PCA methods interested by
researchers most are limited to linear system, it is based on
correlative analysis theory, therefore fault detection can be
accomplished without system model, as neural network
method, in the method, problem of fault estimation can’ t
be solving.

In this situation, a novel simple approach based on
parameters estimation is presented for fault detection and
diagnosis in sensors. The method can be applied to linear
or nonlinear system. First a complexity restricted model
was built for the system using the input/output serial when
the sensor work normally. Then we can find the residual
serial and detect the fault in sensor by using beys decision-
making more accurately and fast, whilst algorithm with
filter least-square is given to estimate size of fault that is
both gain type and bias type occurring in one or more
sensors. In the paper, Simulated numerical example is
included to demonstrate the use of the proposed
approaches. The research work was under normal system
condition, namely, the input signal of sensor is correct.
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2 SYSTEM DESCRIBING

Fig.1 the system of multi input and output
Fig.1 is the system of multi input and output, the assumed
model is as below:

y(6)= 6,4t -1)";

i=1, 2, -« m €y

1) = 6,9t -1)" @
y(t) means m X 1 dimension vector of output.

¢(t —l)T means p %1 dimension matrix constitutes of
the former value of {y(t)} and {u(t)}

6, means m x p dimension vector of parameter.

in a general way, the parameter of examining system
sensor can be got beforehand, the normal parameter of
sensor is assumed to be got, the relation of input and output
is satisfied with the equation below,

ynuti(t)=hiyi(t)+bi +wi(t) 3
the matrix form can be described,
Vou )= PY(t)+ 6+ () 0)

Y out (t ) means m x 1 dimension output vector of sensor

h means mxm dimension plus diagonal matrix of

sensor , b means m x 1 dimension bias vector of sensor.

W(t ) means zero-average gauss noise.

3 FAULT DETECTION

From the theory of parameter estimate, for the determinate
system described in formula (2), we can get @, the
estimate of parameter 6, . So, the one-step output
forecaster of main system are as follows,

A A T

e)=0p( 1) 5)
Then, from formula (4) , we get the one-step output
forecaster of sensor,

PodO)=rp()+b=hOp-1)" +b ()
build the residual serial of output,
5;(7111 (t) = yout (t)— j)out (t) 2 ]t can ShOW that inul (t)

satisfies normal noise, and it is statistical independent.
From beys theory, we can get the below algorithm.
The two indexs can be determined on normal work

status,
’uy”w,n = —zymm (t)
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suppose the output residual serial of system at time
k changes,

1 N-1
'u'ﬁm,,,;- =~ﬁ§ outi(k—t)

i=1, 2, m 9)
O = Z[ym,,, (k-0)-p_ F a0
1 N-1

[ym,.,- k=-0)-m;,} av

the fault detector are gwen R
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dik — 2younk —- ln Zyounk _1 (12)
;oulil) ;ouliﬂ
with the following decision-making,
fy N;
d, s S2n 1 Po_ (13)
h] Po

in formula (13), /1, denotes that system doesn’t change,

h1 denotes that system changes. p, is the preengaged
probability of no fault in whole system.

4 FAULT DIAGNOSIS

Suppose we detect that the system get fault at time &, ,

then the follow method can be used to diagnose the fault in
sensors. Because the main system has no fault, the output

forecast serial f/(t) of main system, which get from

formula, is correct. So the input of sensor is correct. Then
we can give the parameter estimate input-output equation

of sensor,
You ()= H@)3(0) +B(r) (14)

The fault estimate algorithm are given by following:
(1) Filter equation
From formula (4) we can see there is noise W (t) in
You (t) , so there are noise in the series of {y(t)}

Accordingly, there are noise in the estimate value f/(t) in
formula (5).
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The filter equation of fault diagnosis from time
kl1+ m is given
kl+1 1

y out (t Z Y out

J=Kk1
~ i
( ) t J=k1

t=mm+l.m+1[-1 (15
(2) Fitting equation
[ step fitting equation is given,
ault)=h,3()+0,
t=mm+1l.m+1-1 (16)
(3) Least-square

Using least-square method solve the [ step fitting equation
(16), we can obtain the results

[zy OB+ 550 550
5,0) ——[mily. (J)] an

=m

1 ki+1-1
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[Zl:ly ()- ily,(J) h ] (18)

(4) Convergence ad_]udlcate
With formula (18) and (19), for an initial value /, ,
estimate the parameter of sensor with step length g . If

b

il+qg

A
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14 | < &, for the given

- h,.,I <g and
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positive precision & and &, , then A b, are the

il+q * Yil+g

parameters of sensor with fault.
5 SIMULATION ANALYZING

The linear control system of multi-input and output is
considered as below:

*lt +1) = dx(t)+ Bu(t)

yl{t) = Cx(t)+ Dult)

YouO)=1A0)+ 5+ W ()
where

o 17],_[02 03
A‘[-o.s —1.5]’3—[1 0.7]’

1 02] oo
C*[os 0.5]’ D=0

ul)=[15m0% ] x0)=0

1 0
h= 0 1/ b=0, W(t ) is zero-average gauss noise

The previous two hundred dots in the simulation are
the normal area, the model of input and output is

established based on u(t ), Y ou (t ) The plus fault of input

to sensor one at dot 250 2 =1.1. The intercept fault of

input to sensor 2 at dot 300 b =1.0. The simulation
results of fault are described as Fig. 2, Fig. 3, Fig. 4, Fig. 5:
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Fig. 4 sensors output square error
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Fig.5 decision-making value for fault
detection of sensors

The results of fault examined are described as below:

Table 1 the results of fault examined

Sensor 1 Sensor 2
Sensors
h b h b
chumng 250 — _ 300
time
Det.ectmg 261 261 312 312
time
Estlrnatmg 361 361 492 492
time
Actual
value By =11 by =0 hy =1 b2 =1
Estimating . ; :
value ;,I =10995 | & =o00n7 hy =09927 | b, =1.0362

6 CONCLUSION

The novel approach based on parameters estimation which
is presented in this paper for fault detection and diagnosis
in sensors is an simple and practical method. This method
is merely on the basis of knowing the parameter of sensor
model and the work system can be blackbox which can be
built in parameter estimation method. Accordingly, the
residual generator can be built.

From the results of simulation, we can see that beys
decision-making theory for fault detection is fast and the
least-square computative algorithm for fault diagnosis is

fast and accurate meanwhile have strong ability of wiping
out noise. In addition, these methods can also be used in
the fault detection and diagnosis for the executor of linear
system.

REFERENCES

[1]Isermann, R. 1984. Process fault detection based on
modeling and estimation methods — A survey,
Automatica 20 (4): 307-404.

[2]Frank Paul M. 1990. Fault diagnosis in dynamic
Systems using analytical and knowledge-based
redundancy —— A survey and Some New Results.
Automatica.459.

[3]Isermann Rolf. 1993 Fault Diagnosis of machines via
parameter estimation and Knowledge Processing —
Tutorial Paper. Automatica.815.

[4]Niu Yongsheng, Zhao Xinmin and Sun Jinwei. 1998.
Sensor failure detection based on time series predictor
using neural network. Chinese journal of scientific
instrument 19 (4): 383-388. Dept. of E&E of Harbin
institute of technology.

[5]Zhang chen, Han Yuegiu and Tao Ran. 1999.
Application of novel robust auto-associative neural
network in sensor failure diagnosis. Chinese journal of
scientific instrument 20 (2): 170-172. Dept. of E&E of
Beijing institute of technology.

[6]JHong wang, Zhen J. Huang and Steve Daley. 1997. On
the use of adaptive updating rules for actuator and
sensor fault diagnosis. Automatica 33 (2): 217-225

[7]Shao-Kung Chang and Pau-Lo Hsu. 1994. Applications
of strongly stable unknown input observers to
instrument fault detection and isolation. Proceedings of
the Asian Control Conference. Tokyo, July 27-30.
Institute of Electronic Engineering, National Chiao
Tung University Hsinchu, Taiwan, 300 R.O.C..

AUTHOR BIOGRAPHIES

MINGXING JIA is a doctor in the School of information
Science and Engineering at Northeastern University in P. R.
China. He works in Shen Yang university. He received his
BS and MS from the Northeastern University, Shen Yang,
P. R. China, in 1995 and 1998, respectively. His interests
include adaptive control, fault detection and diagnosis,
neural network techniques. His email is <hljmx@263.net>.

FULI WANG is a professor in the School of information
Science and Engineering at Northeastern University in P. R,
China. He received his BS, MS and Ph.D. from the
Northeastern University, Shen Yang, P. R. China, in 1982,
1984 and 1988, respectively. He is a member of Chinese
Society for Simulation. His interests include computer
modeling methodology for complex system, fault detection

- 304 -



and tolerance, neural network techniques. His email is
<flwang_neu@21cn.com>.

- 305 -



