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Abstract: This paper proposes a high-performance
VLSI architecture using distributed arithmetic for
higher-order FIR filters with complex coefficients. For
the purpose of realizing high sampling rate with small
latency in high-order filters, we apply distributed arith-
metic[l]. Moreover, in order to decrease drastically the
power dissipation, the structure applying not ROM’s
but optimum function circuits which we have previously
proposed, is utilized[2][3]. However, this structure in-
creases in the number of adders as compared to the
conventional structure applying ROM’s. In order to re-
alize a more effective method for further higher-order fil-
ter, we propose newly an implementation applying two
methods which have large effects on the unit using the
adders. First, we propose an implementation applying
SFAs(Serial Full Adders) and SFSs(Serial Full Subtrac-
tors). Second, we propose a structure applying proposed
4-2 adders. Finally, it is shown that the proposed archi-
tecture is an effective way 1o realize low power dissipa-
tion and small latency while the sampling rate is kept
constant for further higher-order filters with complex
coefficients.

1. Introduction

In recent years, the efficient implementation of com-
plex digital arithmetic has been increasingly impor-
tant, because many signal-processing applications re-
quire processing of complex signals with complex dig-
ital filters. Examples of this can be found in baseband
processing for narrow-band RF signals in homomorphic
speech processing, in spectral analysis and in matched
filtering for coherent radars. Also, as a number of fea-
tures in complex filters have been gradually evidenced,
the complex filters have attracted attention. One of the
features is that the filters can obtain the same character-
istic of transform function by a half order in comparison
with real FIR filters..

As a general implementation of complex FIR filters,
there is the way based on direct form structure using
the multipliers. This can obtain high sampling rate
by applying basically pipehine processing to each tap.
However, the latency increases significantly for relatively
high-order filters. Also, it uses four multipliers and two
adders per tap, so that it requires enormous hardware
complexity.

We propose a high-performance VLSI architecture for
higher-order FIR filters with complex coefficients. For
the purpose of realizing high sampling rate with small
latency, we consider distributed arithmetic of which the
processing time depends on only word length[1]. The

conventional structure using ROM’s is effective for low-
order filters and real coeflicients. However, it requires
enormous power dissipation for high-order filters and
complex coefficients. In order to decrease drastically
the power dissipation, we utilize the new structure based
on the optimum function circuits using logic gates[2][3].
However, the structure increases in the number of adders
as compared with that using ROM’s(3]. In order to re-
alize a more effective method for higher-order filters, we
propose newly an implementation applying two methods
which have large effects on the unit using the adders.

First, we will take account of linear-phase character-
istic of the complex FIR filters and propose a method
applying SFAs and SFSs for real part and imaginary
part, respectively. Using them, we can decrease the
power dissipation drastically. Second, in order to realize
smaller latency with low power dissipation, we will ap-
ply not the conventional structure based on CLA(Carry
Look-Ahead Adder), but a new structure based on pro-
posed 4-2 adders. Consequently, it will be shown that
the proposed architecture is an effective way to realize
low power dissipation and small latency while the sam-
pling rate is kept constant for further higher-order filters
with complex coefficients.

2. Complex FIR Filters Based on
Distributed Arithmetic
When the complex coefficients and the complex input
variables are a = (ag; + jan,...apny +jay) and v =
(vri +jvi1,. .. VRN + JVin), respectively, the input and
output relationship of N-tap complex FIR filters become

N
y= {(arivri — avi) + j(anves + arvi)} (1)

i=1

where —1 < vg; < 1 and —1 < vi; < 1. For the
purpose of obtaining small latency with high sampling
rate in high-order filter, we consider distributed arith-
metic of which the processing time depends on only word
length[1]. This arithmetic is the method in which the
inner product of the constant coefficients are calculated
by the table-lookup. Eq.{1) can be regarded as the inner
product.

Consider the application of the distributed arith-
metic. The vg; and vy; in Eq.(1) are the two’s comple-
ment representation of B-bit fixed-point number. These
variables are expressed as

B-1 B-1
— 0 —kk 0 —k K
VRi = —Vg; + Z 27 VR VE =~V + Z 2%y (2)
k=1 k=1
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where v§., vi are the respective k-th bit of vg; and vy;,
and are either 0 or 1. Substituting Eq.(2) for Eq.(1), it
follows that

y=yr+Jyn (3)
B-1 B-1
YR = —Phy + Z 2750k, - BR, + Z 27 0k,, (4)
k=1 k=1
B-1 B-1
vi=-9h + Z 27K@f, — of, + Z 27k ef, (5)
k=1 k=1

where ®%,, &%, , ®F,, and &%, are

N
‘1’1131 = Z aRz‘V‘fii: R2 == Z aLivE;,
i=1
N
<I>{c1 = E aIiV’l%i,

i=]
The equations from (3) to (6) show that the distributed
arithmetic can be applied to the complex FIR filters.
The structure based on this arithmetic is composed of
three units which are called input unit, functional gener-
ation unit, and functional addition unit, respectively. In
input unit, a chain of serial shift registers provides the
tap delays and propagates the bits of input variables to
ROM of the functional generation unit. The inner prod-
uct ® of the bits of the input variables and coefficients
is stored in ROM. When the calculation is performed,
this adds one data transferred from ROM and the other
data which is shifted the previous accumulated value to
the right. In this way, it has the advantage that the pro-
cessing time depends on word length without the mul-
tipliers. However, in high-order FIR filters, it requires
enormous power dissipation which is caused by a large
scale of ROM.

There is the division of function ¢ as a means of
decreasing the scale of ROM. This method can realize a
large scale of function ® as the addition of small scale
of functions. When the number of division is @, the
function P is expressed as

‘I’fz = Z aRinr (6)
i=1

N/Q N
d(E, .. VR = Za,v oot Y avE
1=Q!
= @(V’f, ’VN/Q)+ "+¢(VQ’>"'3V§V) (7)
where @’ is
= N@-1)/Q+1. ®)

There is the relationship of trade-off between the func-
tional generation unit and the functional addition unit
for fluctuation of the number of gates with the number
of division, so that there is the number of division @ in
Eq.(7) which is minimized the power dissipation[3]. The
number is called optimum number of division. However,
in higher-order FIR filters with complex coefficients, a
large number of ROM’s are used and each of them re-
quires relatively high power dissipation. Consequently,
this structure requires high power dissipation even if the
division of function ® is applied.

3. Optimum Function Circuit

In order to decrease drastically the power dissipation,
we consider the structure based on the optimum func-
tion circuits using logic gate which we have previously
proposed{2}{3].

When the number of the address lines of ROM is m,
the function ¢ which is stored in a ROM, is defined as

®(0,...,0) wgt o W
W = : = oL (9)

(1,...,1) wfm g Wi _1
where w? ™1 ... wf is output of B-bit output of ROM
and is stored at address 7. The optimum function circuit
is composed of logic gates and is based on the method
which unifies the identical column and row vectors of
Eq.(9). Using it, we can decrease the power dissipation
drastically[2][3]. As the number of the identical column
and row vectors in Eq.(9) increases, it has the advantage
that the power dissipation becomes lower[2][3].

However, the optimum number of division increases
in comparison with the conventional structure using
ROM’s{3]. Therefore, the power dissipation and latency
increases in part of the functional addition unit. In or-
der to realize a more effective method for further higher-
order filters, we propose newly a implementation apply-
ing two methods which have large effects on the func-
tional addition unit.

4. Structure using SFAs and SFSs

In order to realize lower power dissipation, we pay
attention to linear-phase characteristic of complex FIR
filters. In real FIR filters, it is enough to consider only
real coefficients. However, the complex FIR filters have
both real and imaginary coefficients. When the number
of taps N is even, the coefficients of this filters have the
following relationship

(10)

aR1 = a8RN;- - -
,a1ny2 = —apnyz241- (11)

aj] = —aIN,.--
Substituting Eqs.(10) and (11) for Eq.(4), the real part
of complex FIR filer can be rewritten as

1ARN/2 = ARN/241;

B-1 B-1
R = -0 + Z 2750, — PRz + Z 275 0%, (12)
k=1 k=1

where ®F,, and @5, are

N/2
Spy = Z ari(VRi + VRN4+1-1)> (13)
i=1
N/2
Rl2 Zah VI1 - V1N+1 i) (14)

Substituting Eqs.(10) and (11) for Eq.(5), the imaginary
part of complex FIR filters can be rewritten as

B-1 B-1
= —®}, + Z 27 df, ~ @, + }: 275 %, (15)
k=1 k=1
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(¢)The process of SFA and SFS.

Figure 1. Structure applying SFAs and SFSs.

where ®%, and ®f, are

N/2

o = ZaRi(V’ﬁi—VlﬁNﬂ—i), (16)
e

o, = Zali(vfi+va+l~i)‘ (17)

i=1

If the parenthesized two input variables of equations
from (12) to (17) can be calculated as 1-bit value, this
can be regard as the arithmetic decreasing the num-
ber of terms by one-half. However, the addition and
subtraction of these variables cause carry and borrow,
respectively.

In order to overcome this problem, we propose a
method applying SFAs and SFSs to the structure based
on the optimum function circuits as shown in Fig.1. The
carry and borrow which resuit from addition and sub-
traction are transmitted to register in SFA and in SFS
as shown in Fig.1(b), respectively. Then each value is

(b) Proposed structure
applying SFAs and SFSs

Figure 2. Structure of real and imaginary units shown
in Fig. 1.(a)
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(b)New structure of proposed 4-2 adders.
Figure 3. Structure of functional addition unit.

used as input variable at the time of the arithmetic of
higher bit as shown in Fig.1(c). Here, the input vari-
ables must be the scaled range of —0.5 < v; < 0.5 to
prevent overflow.

Using SFAs and SFSs, we can executed the parenthe-
sized variables as 1-bit value. In this way, the proposed
structure decreases the number of input lines of the op-
timum function circuits by one-half as shown in Fig.2, so
that the scale of function ® can be reduced by one-half.
Moreover, the number of the adders in the functional
addition unit can be decreased by one-half. Therefore,
it can be said that the proposed method is the way to
make the most of the features of optimum function cir-

cuit, SFA, and SFS.

5. Structure using a proposed 4-2 adder

The conventional method based on the distributed
arithmetic has used CLAs in functional addition unit.
In order to realize not only lower power dissipation but
also smaller latency, we consider a structure using 4-2
adders. The general 4-2 adder is basically the structure
connecting two FAs(Full Adders) in cascade. If FA of
the second stage can begin to process before that of the
first stage finish processing, the speed becomes higher.
In order to realize this process, we will take account
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Table 1. VLSI evaluation of 60-tap complex FIR filters

Proposed method | Conventional method General method using
using ROM’s the multipliers for direct form
Power dissipation[W] 1.62 11.29 82.6
Area[mm?] 7.06 16.9 177.2
Number of the gates 34591 82801 864480
Sampling rate[MHz] 2.65 2.65 6.71
Latency [ns] 486 567 8940

of the characteristics of two types of FAs. These FAs
are defined as Type 1 FA and Type 2 FA, respectivey.
Type 1 FA propagates a carry at high speed. In type 2
FA, one input variable allows a delay of the processing
time of HA(Half Adder) after the other two variables
transmit. Also, the number of gates is few than Type 1
FA. In consideration for the number of gates, we utilize
these characteristics and propose a 4-2 adder which can
reduced by the processing time of HA less from that of
the general 4-2 adder.

We propose a structure applying new 4-2 adders as
shown in Fig.3(b). The number of the 4-2 adders in the
proposed structure can be decreased by one-half com-
pared to that of CLAs in the conventional structure.
Also, the number of the gates of the proposed 4-2 adder
can be reduced as compared with the general 4-2 adder.
Thus, the proposed structure becomes lower power dis-
sipation. The proposed adder has another of advan-
tage that the processing time is decreased significantly
as compared with that of CLA. Moreover, the proposed
structure is the same number of the additional stages
as the conventional structure as shown in Fig.3. There-
fore, the number of pipeline stages is decreased and the
smaller latency can be realized.

6. VLSI Evaluation

In this section, the processors with 0.8 pym CMOS
standard cell and the power dissipation voltage of 5.0V
are designed and evaluated. The processors have linear-
phase characteristic which is obtained by Retmez’s algo-
rithm[4]. These are low-pass filters, of which passband
edge and stopband edge of normalized frequency are 0.12
and 0.15, respectively. The VLSI evaluation is shown in
Table 1. We took account of the distributed arithmetic
of which processing time depends on only word length.
Using it, in higher-order of 60-tap for the complex FIR
filters, the proposed processor can realize small latency
of 486ns(about 1.29 sampling period) with high sam-
pling rate of 2.65MHz. However, the only application of
the distributed arithmetic caused problem of high power
dissipation. In order to overcome this, we utilized the
features of optimum function circuit, SFA, SFS, and pro-
posed 4-2 adder. Consequently, the power dissipation of
the proposed processor is only 1.62W, which implies that
it has the capability of a sharp drop of 85.7% compared
to the conventional processor using ROM’s. Also, the
latency can be decreased by 14.3%.

Moreover, the comparison with the general processor
using the multipliers for direct form is made. This pro-

cessor can decrease drastically the power dissipation by
98.0%. Also, it can reduce sharply the latency by 94.6%.
By taking account of the features of the proposed archi-
tecture, it is obvious that the proposed architecture is an
effective way to realize low power dissipation and small
latency while sampling rate is kept constant for further
higher-order filters with complex coefficients.

7. Conclusions

We proposed a high-performance VLSI architecture
for higher-order FIR filters with complex coefficients.
Using the distributed arithmetic and optimum function
circuit, we realized small latency and low power dissipa-
tion with high sampling. For the purpose of obtaining
the more effective method for further higher-order fil-
ters, we proposed newly the implementation applying
two methods. First, in order to realize lower power dis-
sipation, we applied SFAs and SFSs to the structure
based on the optimum function circuits. Second, in or-
der to realize smaller latency with low power dissipation,
we proposed the new structure applying proposed 4-2
adders. As a result, in higher-order of 60-tap, the pro-
posed processor(with 0.8 um CMOS standard cell) could
realize small latency of 486ns (1.29 sampling period)
with high sampling rate of 2.66MHz. The latency was
much smaller than the conventional processor. More-
over, the power dissipation of the proposed processor
was only 1.62W, and could be much lower.

For further higher order-filters, it was shown that the
proposed architecture is an effective way to realize low
power dissipation and small latency while the sampling
rate is kept constant.
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