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Abstract: This paper presents a basic theory of
information flow from single sending point to multiple
receiving points, where new theories of algebraic system
called “Hybrid Vector Space” and flow vector space play
important roles. Based on the theory, a new algorithm for
finding maximum homogenous information flow is
proposed, where homogenous information flow means the
flow of the same contents of information delivered to
multiple clients at a time. Effective multi-routing
algorithms for tree-shape delivery rout search are presented.

1. INTRODUCTION

In recent years, Internet technology has emerged as the
major driving force in communication network, where large
amount of data packets are processed and delivered. One of
the main obstacles for rapid delivery of data packet is the
delay caused by processing time at each router. In order to
improve efficiency of delivery throughout the network, it is
useful to process a series of data packets as a single flow of
information, where successive packet is not required the
routing process and directly transfer to the next destination.
This approach can reduce repeater-delay remarkably. Along
this direction, there exists a system called MPLS (Multi-
Protocol Label Switching) suitable for “one to one”
communication network, where a series of packets is
transferred along a path from the sending point to the
receiving point. In recent information delivery system such
as CDN (contents delivery network), “one to many” or
“many to many” communication network become
important. Multi-cast communication method is one of such
“one to many” system, where information is transferred
along a tree-shape rout and is copied at the branching node
of the tree-shape rout.

For transmission of large amount of information in a
network at its maximum efficiency, it is preferable to utilize
available network resources as many as possible. From this
viewpoint, most of previous systems including multi-cast
are insufficient. The purpose of this study is to present a
new theory of information flow, where conventional flow
conservation law is not always valid due to merge and copy
properties of information. Based on the theory, an effective
multi-routing algorithm for “single-source multiple-sinks”
(SSMS) information flow network is proposed. In section 2
and 3, general properties of information flow and an
algebraic system called “Hybrid Vector Space” are
introduced, which are especially useful for SSMS
information network analysis. Information flow distribution
in SSMS network can be well represented by means of a set
of flow vectors as described in section 4. The maximum
homogenous flow problem of SSMS information network

and its solving algorithm are presented on section 5 and 6.
Here, homogenous information flow means the flow of the
same contents of information delivered to multiple clients
at a time, such as a content delivery service is an example
of such services. Experimental results of tree-shape
delivery rout search algorithm are described in section 7.
Theory and algorithms introduced in this paper may play
an important role in future advanced information network.

2. THEORY OF INFORMATION FLOW
NETWORK

2.1 Information Flow/Information Flow Rate
[Definition2.1} Information Flow: Successive sequence of
information units delivering from a sender to receivers.
F (s,1): Set of information units delivering from source s to
sink 7 in unit time interval.
£ (u,v): Set of information units delivering through edge
(u,v) in unit time interval.
[Definition2.2} Information Flow Rate: Number of
information units per unit time interval. (bit/sec, packet/sec)
F(s,0)=|F (s,1)|: Information flow rate from source s to sink ¢.
f @u,v)={f(u,v)|: Information flow rate through edge (u,v).
2.2 Information Flow Network

When the terminal and router are modeled with a vertex
and a communication line is modeled with an edge. Edge
capacity and information flow correspond to
communication band-width and information delivered from
the sender to the receiver respectively.
[Definition2.3] Information Flow Network; N
Let N=(G,S,T,C, D) be an information flow network with /-
connected directed graph G=(V,E) (I=2), a set of m vertices
V={v} (=1,2,...,m), a set of n edges E={e;} (k=1,2,...,n),a
set of xinformation sources $={s,} (+~1,2,...,x), a set of
A information sinks T={t} (/=1,2,...,2), a set of n edge
capacities C={c(u,v)} (u,v)€E, c(u,v)=0, and a set of edge
flow @={f(u,v)}, |f(u,v)|<c(u,v).2.3 Flow Conservation
Law in Information Flow Network
[Definition2.4] Generalized Information Flow Network
N=(G,S,T,C,F) is defined as a generalized flow network if
C={c;} and F={f;} (k=1,2,...,n) satisfy the following
conditions:
(a) Capacity Constraint Conditions: f(u,v)<c(u,v) (u,v)eE
(b) Flow Conditions:
> fuyv)- WO%ZT(V) Sfv,wy=RM)(v,w)eE

uelN(v)

(b-1) Balance state : R(v)=0
(b-2) Excess state : R(v)>0
(b-3) Scarcity state : R(v)<0

where IN(v) (OUT(v)) is a set of incident edges coming
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into (going out from) v.

According to three states of flow conditions defined
above, several types of flow networks are possible. If flow
conditions are in the balance state (b-1) at every vertices v,
the flow network is a conventional flow conservation
network. On the other hand, if any vertex v is in excess
state (b-2), v should provide a buffer (or storage) to save
excess amount R(v) and the network is called as a flow
excess network. And if any vertex v is in scarcity state (b-3),
shortage amount R(v) at vertex v should be compensated
and the network is called as a flow scarcity network.

In the case of commodity flow network, conditions (b-1)
and (b-2) are possible but not (b-3). For information flow
network, however, all three states are possible for the sake
of storing and copying capabilities of a computer equipped
at vertex v. From the practical viewpoint, storing
information needs less cost and time. Therefore, it is
preferable to utilize information flow network without the
excess state condition (b-2).

3. HYBRID VECTOR THEORY

3.1 Binary Vector Space

[Definition3.1] Binary Vector Space with dimension A
R'={r}

Binary Vector: r=(r1,r2,-..,¥3)

wth component of r: r,=0 or 1 (v'=1 2,...,4)

Basis Binary Vector: e, ~(8,1,0,2---,6,1 ), 0,/~0(#V), 1(i=V).
Binary Vector Operation: Vector sum v, Vector product A
logical sum v: 1v1=1, 1v0=1, Ovi=1, 0v0=0

logical product/\ IA1=1, 1A0=0, 0A1=0, 0A0=0

ri= (r lsr 2a 1)ER I',Vl'] (r 1VI‘ 1>- ‘,1Vr ‘A)GR;;
r,/\rf(r nr? 1,r YN SPTN PN A ;,)eR r/\e‘,—r‘e‘6

r= U r.e,. vector sum of r.e,’s
v=l

3.2 Hybrid Vector Space

[Definition3.2] Algebraic System: A={ca}

Algebraic System Operation (low of composition): “ - ”

ay, eA — ara=acA

[Definition3.3] Vector Space with dimension A: A*={a}
Vector: a=(ay,0,...,a;), wth component of &z €4
Vector Operation: “ - ” =~(a’,a",...,a")ed?,
aro~(a'ra’La'yaly,....a'; o/ )ed*

[Definition3.4] Hybrid Vector Space with dimension A:
A={p}

Hybrid Vector: p=(a,r)e A*

A pair of a vector @eA4” and a binary vector re R?, such that
wth component of p a =ra=a, (r=1), 0 (r,=0)

Basic Hybrid Vector: h =(ane)eA

A pair of a vector @, €A and a basic vector e,

Hybrid Vector Operatlon “®”

p= (m,r,)eA p,®pr(a @ ,,r,vn)*(a ry=pe A,

o=a; a, (v lj,a wa PYA ) ;,,)eA’l r—r,ereR’l

A hybrid vector can be represented as the combination of
basic hybrid vectors

p=(a,r)=(a,l:4rﬁv)=>; oA Ane )= ; ordty

[Definition3.5)Homogenous Hybrid Vector: p=(a,r)e A*
p=(a,r)eA’l, if wth component of a : a,~acA4 (v=1,2,...,4)

then p called homogenous hybrid vector p .

A pair of an element aeA and a binary vector reR*, such
that wth component of p: a =ra,=0 (r=0), a, (r,~=1)

pan-(@UreyLordame)-Zorh,

Magnitude of homogenous hybrid vector: | g |=[(ar)|=|of
Homogenous Hybrid Vector Operation: “®”

p ~(aryeA’, p® paid rv)y~(ary=p e,

=a a'j=(a’1,--a‘ lj,a'z,--a*zj,. O 4 a',y-)eA‘, r=r,-vrjeR’1L
Ifr=r=r, p ® p ~(a; a,P~(ar)= p eA’l,a=(;z,<-ozjeA,reR’1

4. INFORMATION FLOW VECTOR
THEORY

4.1 Information Flow and Information Flow Rate
[Definitiond.1} Information Flow f: Set of information
units per unit time
[Definitiond.2] Information Flow Rate f =|f|: Number of
information units per unit time
[Definitiond.3] Algebraic System of Information Flow:

P={f}
Information Flow Operation (low of composition):* - ”—
“_”(union of sets), “ - "—*“N"(intersection of sets),fj,5e @,

fuf=f£e®, £:the union of information flow f; and £,
finf=f,e @, f;:the intersection of information flow £ and £
[Definitiond.4] Algebraic System of Information Flow
Rate: F={f}

Information Flow Rate Operation (low of composition):

“.” — “p (addition), “ - ” — “@” (compound addition),
— “*” (compound product), f,.2€F,

=G HE=ReF, fi: Total number of information flow
units of £ and £3,

[i®f=|fUL|=f,€F, f: Number of disjoint information units
of £, 1 and £; 2

[¥o=|inbl=fseF, fs: Number of duplicated information
units of £ and £,

C) S e P

4.2 Information Flow Vector Space

[Definitiond.5] Information Flow Vector Space with
dimension 2: ¥'={y}

Homogenous Information Flow Vector: y=(£r)

=(f 1 s £ e W

A pair of a mformatxon flow fe @ and a binary vector reR”,
such that wth component of y: £ ,=r,f<0 (r,=0), £(r~1)
(=1,2,...,4), Magnitude of homogenous information flow
vector: [y=I(£n)i=If] '

Homogenous Information Flow Vector Operatlon “®”

U )= 1o 2o AN E € VAL = ML (0 F1), 0
' ~0), y/®y/j (f' ,uf ,,r,vr,) (£ry=ye ¥ f=f"; uf =
(£ I W O gy 00 ) W, Ve

If r,—r,—r UYL r)=(Lr)=ye ¥4 £fufe d, reR?

Y oWr T ofir)= (Uf",,Ur.) (' e’ £=0f ed
Magmtude of information flow vector:

13 ouir(0 £ Un)=0 £

4.3 Information Flow Rate Vector Space

[T ]
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[Definitiond.6) Information Flow Rate Vector Space with

dimension A A*={ @}

Homogenous Information Flow Rate Vector.
IS S 2o S €A

A pair of a information flow rate feF and a binary vector
reR?, such that wth component of ¢ : = f=f(r~1), 0
(r~0) (=1,2,...,4), Magnitude of homogenous information

flow rate vector: [@=|( f,P|=f=If]

Homogenous Informatlon Flow Rate Vector Operation:

“®” ﬂ—(frl) (f Ii,f 20 :f ).1) f leAﬂ,f %] rvf f

(1' ~1), 0(r!,=~0), 9’1®@"(f of » v/, f)*¢€/1 =
L8 A8 i O g 4B ﬂg)eA r=rvreR*
If ri=r=r, @@~ fOf:1=( f, n=pc A, ff®fcF, reR?,

o= fHn=f =9 e A\ f~ffjeF, reR’, 3 o0
S e(fird~(Lof W Ur~(f e f'=Fof e

Magnitude of information flow rate vector:

1Zeni(Ees »UniHE ol

5. APPLICATION OF THE INFORMATION
FLOW VECTOR THEORY IN SSMS
INFORMATION FLOW NETWORK

5.1 Definitions in SSMS Information Flow Network

[Definition5.1]

Edge Flow f(u,v): information flow on edge (u,v)
Edge Flow Rate f (u,v)=|f (u,v)|: information flow rate on

edge (u,v)

Destination Vector r=(r '1,r '3,...,r ';): binary vector which
indicates destination of flow. If # =1, then the destination
of f(u,v) or f{u,v) is wth sink ¢,, and if ¥/ =0, then 1<th sink

t, is not the destination.

Basic Flow Vector: h (f(u,v))=(f(u,v),e,)
Basic Flow Rate Vector: h  f{u,v))=(fu,v),e)

Edge Flow Vector wj(u,v)=(f{u,v),r;): A pair of a edge flow

f(u,v) and a destination vector r;,, Magnitude of edge flow

vector:  |wilu,V)|=|(£(u,v),r)|=|£(u,v), Decomposition of

edge flow vector: y»(u,v)=§ o LI (u,v),e‘)=i o J (£ (V)
Edge Flow Rate Vector o{u,v)=(f{(u,v),r;): A pair of a edge
flow rate f{(x,v) and a destination vector r;, Magnitude of
edge flow rate vector: {@(u,v)[=|( fi(u,v),r) = f(u,v)=flu,v)
Decomposition of edge flow rate vector:

P @) =(f @ Ure)=% or (fuv)e)=3 o o (£ ()

w{u,v) and @(u,v) with destination binary vector r;are
homogenous hybrid vectors on edge (u,v), whose
destinations are determined by 7;.

Edge Flow Vectorp (u,v)-—-é oW (UV)= i o(u,v),r): pedge
flow vector on edge (u,v) Magnitude of edge flow vector:

P W S o W ww)= E gfum)rl=l U fluy)

Basic vector representation of edge flow vector:

puv)=3 (B uv)e =3 oh (B (u1))
wth component of p (u,v): ¢ (u,v)= Q Huw)r,

Edge Flow Rate Vector y(u,v}= Z”lj ®¢,.(u,v)=,2:‘"1 (S uV),r):

u edge flow rate vector on edge (u,v)
Magnitude of edge flow rate vector:

7 )2 g0 (V)| 2 o W)U £(uw)l
Basic vector representation of edge flow rate vector:

Y U)= 3, o e )= 5 oh (B (19)

v-th component of ¥ (u,v): ¢ V(u,v)=g oSV,
Information Flow Distribution on a SSMS Information
Flow Network: I”

Set of edge flow rate vectors I={y(u,v)} (#,v)eE on a
SSMS information flow network N is defined as the
Information Flow Distribution of N provided that the
following conditions are satisfied;

{a) Each component ¢(u,v) of edge flow rate vector

y(u,v)— Q3(¢$ (u,v),e) on edge (u,v) connected to a

vertex v satisfies the flow conservation low:

2 8 wv)- 3 4vw)=0 (vesyh)
®) T |y @w)i=F (v=s)

2 Iy IFSF 0=1) (j=1.2,...0)
(©) ly vwIEf (,w)ze(v,w)

Homogenous Information Flow Distribution on a SSMS
Information Flow Network: I~

The information flow distribution /"on a SSMS information
flow network N is defined as the Homogenous Information
Flow Distribution I' provided that the following
conditions are satisfied. And N is called a SSMS
Homogenous Information Flow Network; F=F; (j=1,2,...,)
F : information generation rate at source s

F; : information absorption rate at sink ¢

{Definitions.2] Merging Quantity and Copying Quantity
For the given information flow distribution 7, merging and
copying quantities at a vertex v are defined as follows:
Merging Quantity: MI(v)= Z | ¥ (u, v)l—l Z oY (u,v)|

Copying Quantity :CIv)y= 2. |y (v:w)l- Z ,or W)

|2 o? I o3 eco,-(u,v)}l=l U {0 fumyl
Vertex v is called a Merging Vertex if MI(v)=0, vertex v is
called a Copying Vertex if CI(v)+0.
M) = D lrel-| Z@ rv)

..........
.
.
.,

£
v)bulh
U bugi=10 o

o
----

1G,110) =3
CETS | /13)
oo y MIV)=14-10=420
“,a 4+3+7=14  Vertex vis a merging vertex,
rasa¥aes (£, £, £: Information flow, [£}=4, |£j=£I=3)

Fig 5.1 Merging vertex v

- Compact Information Flow Distribution: An information

flow distribution 7"on a SSMS information flow network N
is defined as the Compact Information Flow Distribution, if
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it contains no merging vertex in N.

Compact Homogenous Information Flow Distribution:

A compact information flow distribution 7~ on a SSMS
information flow network N is defined as the Compact
Homogenous Information Flow Distribution, if it is
homogenous information network.

[Definitions.3} Augmenting Circuit in SSMS Homogenous
Information Flow Network:

Suppose an information flow distribution 7" on a SSMS
information flow network N be a homogenous information
flow distribution, and L (L) be a set of forward
(backward) edges in a circuit L of the network. For an
information flow rate vector ¢, with destination vector r,,

O~ SV E)= 3 o ful¥),e,) on edge (wv)eL,
A(L+) and A(L") are defined as follows;
AL"y min [ max {6 (uv)}—fu(v)rm, ]

AL Y= min [ fu(wv)ry,]. 1If AL=minfAL"), AL)>0

Then, circuit L is defined as Augmenting Circuit with
respect to information flow rate vector g,,.
[f an augmenting circuit L with respect to information flow
rate vector ¢, exists and has the positive value A(L), then
the following augmenting process along the direction of L

Y ALY, ) Wv)eL’, y(uv)®(-AL)ry) wv)el
decreases the amount of merging quantities at merging
vertices on L by at least A(L) and increases the amount of
copying quantities at copying vertex on L by at least A(L).
5.2 Maximum Homogenous Information Flow
Problem in SSMS Information Flow Network

For given SSMS information flow network NM(G,s,T,C,I),

it is important to maximize the amount of homogenous
information flow F (s,t,) from s to 7,(v=1,2,...,1), or to
maximize the amount of homogenous information flow

Rate F(s,tv)=13“ from s to £,(1=1,2,...,4).Where magnitude
of an homogenous information flow is [ F(s,t,)[=F(s,t,)= F
[Definition5.4] Maximum Homogenous Information Flow
is defined as;  F_ =max{F(s,t,)}=max{ F }
{Definition5.5] Quasi-Tree: Let P, be paths from s to
t,(v=12,...,2) in N, the combination of 1 paths P, is called

quasi-tree and denoted as ¥
[Definition5.6] Augmenting Quasi-Tree:

P v=1.2,...,2) in quasi-tree ¥, let P+,, be a set of forward
edges and P , be a set of backward edges in path P,. For an
edge flow rate vector y (u,v) on edge (u,v)eP,, A(P+V) and
A(P ) are defined as follows; A(PV+)= (rur}ig {c(uy)-¢(uy)],

For a path

AP,)= min [4(wv)], AP y=min[A(P"), AP,)]
If AC¥)=min [A(P )]>0 then, ¥is defined as augmenting

quasi-tree with respect to set of edge flow rate vector 7.

If an augmenting quasi-tree ¥ with respect to I exists and
has the positive value A( ¥), then the following augmenting
process along the direction of P,;

¥ (U v)S(M ¥ ),e)(u,v)er+, y(uvYS(-A(¥)e ) (u,v)ePV—

edge flow rate vector ¥ (u,v) on ¥ is updated, and the value
of information flow Hs,t,) from s to ¢ can be increased as
F +A(W).

[Theorem5.1] The necessary and sufficient condition for
the set of edge flow rate vector I having the maximum
homogenous information flow is that there exist no
augmenting quasi-tree with respectto 7. ¢

N is called maximum homogenous information flow
network.

6. ALGORITHM FOR DETERMINATION

OF TREE SHAPE DELIVERING ROUTS
1) Augmenting Quasi-Tree Search Algorithm AQTS: Find
all possible quasi-trees by the labeling scheme and
determine the maximum homogenous information network.
2) Tree Shape Delivering Routs Search Algorithm TDRS:
Find tree shape delivering routs by BSF tree search scheme
without augmenting loop in the maximum homogenous
information network.

By these algorithms, tree shape delivering routs in the
maximum homogenous information flow SSMS network
can be determined.

7. A SIMULATION AND CON JDERATION
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Fig. 7.1 SSMS information flow network N

Fig 7.2 augmenting quasi-tree ¥}, ¥5, ¥5, ¥.

I @ : merging vertex, @ : copying Vertcx

8. CONCLUSION

A basic theory of information flow is presented. The
maximum homogenous information flow problem is
soleved and tree shape delivering routs determination
algorithm in the SSMS network is presented. Based on the
proposed method, the most efficient transfer of large
amount of information can be realized by utilizing all
available resources of information network. It is expected
that the proposed method will be important in the future
multimedia information network.
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