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Abstract: This paper proposes a tabu search (TS)
algorithm to optimal weight selection in design of ro-
bust H,, power system stabilizer (PSS). In H,, control
design, the weight selection and the representation of
system uncertainties are the major difficulties. To cope
with these problems, TS is employed to automatically
search for the optimal weights. On the other hand, the
normalized coprime factorization (NCF) is used. The
Hy, controller can be directly developed without -
iteration. Also, the pole-zero cancellation phenomena
are prevented. The performance and robustness of the
proposed PSS under different loading conditions are in-
vestigated in comparison with a robust tuned PSS by ex-
amining the case of a single machine infinite bus (SMIB)
system. The simulation results illustrate the effective-
ness and robustness of the proposed PSS.

1. Introduction

Due to low damping in interconnected power systems,
disturbances cause the problem of low frequency oscil-
lations (0.2-2.5 Hz) in power systems. To extend the
power system stability limit, a power system stabilizer
(PSS) is used as an auxiliary device that provides a sup-
plementary feedback signal to the generator for improv-
ing the dynamic stability of a system [1], [2].

Recently, H,, control techniques have been applied
to PSS design problems [3], [4], [5]. However, the im-
portance and difficulties in the selection of weights of
H,, optimization problem arise due to the trade-off rela~
tionship between sensitivity (5(s)) and complementary
sensitivity (T'(s)) functions. The ~y-iteration is also re-
quired in these works. Later, the robust Hy, PSS via
normalized coprime factorization (NCF) approach was
presented by Ngamroo [6]. With an advantage of NCF,
the robust H,, controller can be directly synthesized
without ~y-iteration. The technique for weight selection
was systematically developed. Nevertheless, engineering
skills are necessary to properly select the weights.

In this paper, the new procedure of optimal weight
selection is concerned in design of robust H,, PSS to
compromise the performance and robustness of the sys-
tem. The optimal weights are achieved by employ-
ing TS, which is regarded as a promising technique for
combinatorial optinnzations [7]. Also, NCF with loop-
shaping design is used in the design procedure. The
proposed PSS is examined in comparison with a robust
tuned PSS [8] on a single machine infinite bus (SMIB)
system.

The organization of this paper is as follows. Firstly,
the linearized model of SMIB is introduced in Section
2. Next, Section 3 describes H,, control design via
NCF with loop-shaping design, weight formulation, and
objective function. Section 4 describes TS to optimal
weights selection. Subsequently, the experimental re-
sults are discussed in Section 5. Lastly, conclusion is
given.

2. System Model

In this paper, a SMIB system equipped with a sim-
plified exciter, and the proposed PSS,as shown in Fig.1,
is considered. A synchronous generator with a terminal
voltage V; is connected to an infinite bus with a voltage
E, through a lossless transmission line having external
reactance X.. Vyes denotes a reference voltage. The
dynamic behavior of this system is represented by a lin-
earized model of Heffron-Phillips [9], as delineated in
Fig.2.
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Figure 2. Linearized model of SMIB with proposed PSS.

The state equations of system in Fig.2 can be ex-
pressed as
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A).( = AAX + BAupgs, (1)
AY = CAX + DAupgs, (2)
Aupss = K (s) Aw, (3)

where AX = [AS Aw Ael, AEry)” and AY = [Aw).
Ad denotes the deviation of rotor angle, Aw is the de-
viation of rotor speed, Ae, is the deviation of internal
voltage of the generator, and AFEj4 is the deviation of
field voltage. Aupggs is the control output signal of the
proposed PSS (K(s)), which uses only Aw as a feed-
back input signal. The details of modelling procedures
are discussed more completely in [9]. Note that the sys-
tem (1) is a single input single output (SISO) system,
which is referred to as the nominal plant G.

3. Design Methodology

In this section the Hy, control design via NCF with
loop-shaping design is introduced. The weight formula-
tion and the objective function are described.

3.1 H, Control Design via NCF with Loop-
shaping Design

Here, the robust stabilization problem is consid-
ered by using NCF [10] to represent a nominal plant
model G = M™!N, where M and N are coprime
and normalized stable transfer functions. Then a
perturbed plant Ga can be described by Ga =
(M 4+ AM)™* (N + AN), where AM and AN are sta-
ble unknown transfer functions which represent unstruc-
tured uncertainties. For JAN AM||, < 1/v, 1/ indi-
cates the limitation on a size of perturbations that can
exist without destabilizing the closed-loop system of Fig.
3. With NCF, the occurrence of hidden plant modes due
to pole-zero cancellations is prevented. Moreover, the
NCF model can represent uncertainties when a nominal
stable plant G becomes unstable after being perturbed.
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Figure 3. H,, robust stabilization problem.

In practice, a loop-shaping design is required to
achieve desired closed-loop performances {10]. As
shown in Fig. 4, a pre-compensator (W7) and a post-
compensator (W5) are employed to construct the shaped
plant Gs = WoGW;, enclosed by a solid line, prior to
synthesis of the H,, controller. Subsequently, the robust
controller K = W; K., Wa, enclosed by a dotted line, is
developed where K, is the H, synthesized controller.

By applying NCF with loop-shaping design, it was
shown in [10] that the robust controller K would stabi-
lize the perturbed plant if and only if the shaped plant
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Figure 4. A Shaped plant G and robust controller K.

G is stable and the following four-block problem (4) is
satisfied.

Ss S5sGs
KooSS KooSSGS

A
Ymin =

<7 (4)

_ Notice that S5 = (I — GK) ™ is the sensitivity function

for a positive feedback arrangement in Fig. 4. To guar-

antee the stability of a shaped plant Gg, the selected v

must be greater than 4min. In this paper, vy is set to 1.1.
times of Ymin-

By virtue of NCF, the value of ymin can be explic-
itly calculated by Ymin = v/1 + Amax(X Z), where Apax
denotes the maximum eigenvalue of XZ. For a mini-
mal state-space realization (A, B,C, D) of Gg, X and Z
are the unique positive solutions to the generalized con-
trol algebraic Riccati equation (GCARE) and the gen-
eralized filtering algebraic Riccati equation (GFARE),

respectively.

he H,, controller shown in Fig. 4, which is the
suboptimal controller for the selected ¥ > Ymin can be
determined by

A+ BF +~42(LT)-1ZCcT(C + DF)

72 (LT)-l ZCT
BTXx -DT

|

(5)

where F = —S~1(DTC + BTX)and L= (1-7%) I +
XZ . Consequently, the robust stabilization controller
K = W1 KW, is readily developed [11].

3.2 Weight Formulation

As shown in Fig. 4, two weights are used for con-
structing Gs. The weights W; and W, are assumed as
lead-lag transfer functions as follow.

W; = KWi(lez'S + 1)/(T2Wz'8 + 1) ’ (6)

where Kw;, Tiwi, and Tow; are searched parameters of
the i*h weight, which are verified as feasible solutions if
selected weights construct a stable Gs.

3.3 Objective Function

The objective function used in this paper is based on
the value of v, Ms = [|S(s)[lo, and My = [ T(s)l
The characteristics of S(s) and T(s) are considered to
achieve the system performance. Here, 7 is specified as
a required stability margin, therefore, A, = |7 — 7ol
is minimized to guarantee the required specification.
The small S(s) leads to good disturbance attenuations.
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While the small T(s) indicates good robust stability.
The identity S(s) — T'(s) = I states a trade-off between
performance and robust stability for a positive feedback
arrangement. Based on the maximum peak criteria, Mg
and Mr differ at most by one [11]. To compromise per-
formance and robustness, Agr = |Mg — My| should to
be small.

Therefore, the control problem can be formulated as
the following optimization problem.

Min F= A~, + Agt (7)
Subj K{;“V‘.:’ < Kw; < Ky, (8)
T < Taws < TR, 9
Ton < Tow; < T2, (10)

The minimum and maximum values of the gain Ky;
are set to 1 and 500, respectively. While the minimum
and maximum values of Tyw; and Tow; are set to 0.001
and 10, respectively. In this paper, TS is employed to
solve this control optimization problem and search for
optimal weight parameters.

4. TS to Optimal Weight Selection

TS is an iterative improvement procedure that can
start from any initial feasible solution and attempt to
determine a better solution. As a meta-heuristics, TS
is based on a local search technique with the ability to
escape from being trapped in local optima [7]. Here,
components of the proposed TS are briefly discussed.
Also, the Proposed TS procedure is given.

4.1 TS Components

Encoding and Decoding: The concatenated en-
coding method is used to encode each parameter into a
binary string normalized over its range and also stack
each normalized string in series with each other to con-
struct the string individual. The same number of n bits
is used for each parameter. And decoding is a reverse
process to obtain the actual value of each parameter
prior to evaluation of objective function [12].

Trial Solution Generation: To generate a trial
solution, one bit of a binary string is flipped at a time.
The maximum number of trial solutions in each iteration
is referred to a neighborhood solution space (NS). In this
paper, NS is set to 90% of total number of bits in a string
individual (]0.90 x n x NP|) where NP is a number of
parameter searched [12].

Tabu List Restriction: Tabu List (TL) is utilized
to keep attributes (bit positions) that created the best
solution in the past iterations for iterations so that they
cannot be used to create new solution candidates. As
the iteration proceeds, a new attribute enters into a TL
and the oldest one is released. Particularly, the size
of TL is the control parameter of TS. The size of TL
that provided good solutions usually grows with the size
of the problem. In this paper, |v/n x NP| is used to
determine the best size of TL [7].

Aspiration Level Criterion: The aspiration level
(AL) criterion allows the attributes included in TL to
override its tabu status if it leads to a more attractive
solution {7]. The AL used in this paper is satisfied if the
tabued attribute yields a solution that is better than
the best solution reached at that iteration. After the
AL is satisfied, updating TL is carried out by moving
the tabued attribute back to the first position of the TL.

Termination Criteria: The search will terminate
if one of the following criteria is satisfied: (a) the best
solution reached does not change for more than 20 itera-
tions or (b) the maximum allowable number of iterations
reaches 100.

4.2 Proposed TS Procedure

Firstly, the initial feasible solution is generated ar-
bitrarily. A trial solution is searched if either it is not
tabued or, in case of being tabued it passes the AL test.
The best solution is always updated during the search
process until the termination criteria are satisfied. The
following notations is used for the proposed TS proce-

F(X) : the objective function of solution X,

FF¥  : the best objective function at iteration k,

XE . the initial feasible solution at iteration k,

Xk . atrial m solution at iteration k,

Xk . the current best trial solution at iteration k,

XF  : the best solution reached at iteration k,

kmax : the maximum allowable number of iterations.

The TS procedure can be described as follows:

1. Read the constraints of searched parameters, the
initial feasible solution Xé‘, and specification of
controller.

2. Specify the size of TL, knax, and size of NS.

3. Initialize iteration counter k£ and termination

counter tc to zero, and empty TL.

4.  Initialized AL by setting X} = X¥.

5. Execute TS procedure:

5.1. Initialize the trial counter m to zero.

5.2. Generate a trial solution X%, from X¥.

5.3. If Xk is not feasible, go to 5.9.

5.4. If X% is the first feasible solution, set X% = Xk.

5.5. Perform the Tabu test. If X%, is tabued, then go
to 5.8.

5.6. If F(XE) < F(XK), set Xk = XE. Otherwise,
go to 5.9.

5.7. If F(Xk) < F(XF), then update the AL by set-
ting X} = X%. Go to 5.9.

5.8. Perform the AL test. If F(XX) < F(XF), set
§ {b = Xk, and update the AL by setting X§ =

m* )

5.9. If m is less than NS, m = m + 1 and go to 5.2.

5.10. If there is no feasible solution, set X¢+! = X§.

Otherwise, set X¥*! = X% and update TL.

If £ =0, go to 8.

7. If X} =X}71, tc=tc+1. Otherwise, tc = 0.

o
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8. If £ < kmax and te < 20, then k =k + 1, and go
to 5.
9.  The X} is the best solution found.

5. Experimental Results

The proposed TS is developed by using MATLAB
programming language. In this paper, the tabu length
of 9 is used and TS stop after 54 iterations since
the best solution reached is unchanged for 20 itera-
tions. The proposed PSS is designed based on the
system data obtained from {8]. The initial operating
conditions are P = 0.8 pu, @ = 0.4 pu, X, = 0.2
pu. In the design specification, -y is set to 2.5 which
is corresponding to 40% allowed coprime uncertainty
[11]. From the experiment, the weights searched by
TS are Wy = 375(0.0932s + 1)/(0.001s + 1) and Wy =
(s +1)/(1.2506s + 1). Ymin and -y are obtained as 2.2727
and 2.5, respectively. As a result, the 8t order of the
robust controller K is obtained. Since, the compar-
isons are made with a 3" order PSS. Hence, the robust
controller K is reduced to 2°¢ order by using a bal-
anced truncation model reduction method and includes
a washout circuit with a washout time constant of 10 s
[9] to obtain the 3™ order proposed PSS as follows.

(0.05s3+1.51635%+10s)

110.28 = >
(0.0007s%+0.145%+10s + 1)

(11)

For comparison, simulations are performed and power
flow deviations are observed. The proposed PSS is com-
pared with a robust PSS [8]. Note that both PSS have
the same control capacity. A small step disturbance of
10% (0.1 pu) in AV,.s is applied at time t = 1 s. Fig-
ures Sa-c illustrate the performance and robustness of
the proposed PSS under different operating conditions
given in Table 1.

System (a) Normal (b) Heavy load | (c) Plantin
Parameter condition & weakline unstable state

P (pu) 0.8 0.95 0.95

0 (pu) 0.4 0.5 0.5

X, (pu) 0.2 0.8 0.8

D (pu) 0 0 -20

Table 1. Operating conditions.

6. Conclusion

In this paper, a TS algorithm to optimal weight se-
lection in design of the robust H,, PSS is proposed. By
virtue of TS and NCF with loop-shaping design, the
proposed method can find an optimal controller for any
particular control problem even with the minimum of
background necessary to properly define the weights.
As a result, the proposed robust controller meets the
required specification. In the design, the proposed PSS
uses only a rotor speed deviation (Aw) of generator as
the feedback input signal. Moreover, the practical re-
alization in power systems can be easily implemented.
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Figure 5. Simulation results.

Consequently, simulation results clearly ensure both the
performance and robustness of the proposed PSS.
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