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Abstract: In this paper, a novel error concealment
algorithm is proposed for the MPEG-4 video decod-
ing. Apart from existing algorithms which fail to ex-
hibit stable performance over various video sequences
and error patterns, the proposed algorithm adopts a
new hybrid scheme, which can achieve a consistent per-
formance with reduced computational complexity. This
algorithm is implemented on the basis of the MPEG-4
decoder, and the experimental results demonstrate that
the new approach provides acceptable performance both
subjectively and objectively at various bit error rates
and video sequences.

1 Introduction

With the recent increase in the demand for the real-
time video transmission over mobile communication
networks, transmission errors have become a serious is-
sue. Typically, to combat transmission errors, differ-
ent error resilience and recovery schemes are employed
in video transmission systems [1]. Since these schemes
can not correct all errors, it is necessary to handle the
residual errors.

The error concealment (EC) is to conceal the lost
parts of images which are not decoded due to the resid-
ual errors. The subjective quality of a decoded video
sequence is influenced mainly by the concealment al-
gorithm to be adopted. So far, a number of EC al-
gorithms [2], [3] have been proposed by means of the
motion estimation. Although these algorithms have at-
tempted to improve the effectiveness of concealment,
there still remains the technical issue of intensive com-
putational complexity.

Thus, a new EC algorithm based on a motion esti-
mation method is devised [4], which can attain both a
low computational cost and a stable performance. Nev-
ertheless, the algorithm can not find a correct motion
vector (MV) when the correlation between the current
and previous frames is very low. To solve this techni-
cal issue, in this paper a new EC algorithm is devised,
which adopts a hybrid scheme of utilizing the temporal
and spatial redundancies in video data.
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Fig. 1 Example for TEC

2 Conventional Error Concealment
Algorithms

Conventionally, three kinds of EC algorithms have been
proposed: the temporal error concealment (TEC), the
spatial error concealment (SEC), and the hybrid error
concealment (HEC) algorithms.

2.1 Temporal Error Concealment

TEC algorithms, such as Block Copy [1], BMA [2],
and DMVE [3], utilize the temporal redundancy in"a
sequence and are intended to be applied for the pictures
which have high temporal correlation with previous pic-
tures.

The DMVE estimates the lost MV using the neigh-
boring macroblocks (MBs), then replaces the error
MB with the pixels obtained from the estimated MV
(Fig. 1). Let fi(x,y) denote the pixel values of the re-
constructed frame at time ¢, where (z,y) is the spa-
tial coordinate. Assume that the M B¢ at frame; of
Fig. 1 is degraded by transmission errors. We denote
the estimate of the lost MV by 7, and its x— and
y—coordinates by mv; and muv, respectively. The lost
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MYV is estimated as follows.
MU = argminmeecme { BM E(mv)} {1)

where, Cmuv represents a set of candidate MVs and
BME represents boundary matching error [3].

BME(mv) =Y _ Dj(mv),p={A,L,B,AL,BL} (2)
j€p

where, D() represents the squared difference for the sur-

rounding lines (S4, St, S, Sar, Spr) between of M B¢

at frame, and of the candidate MB at frame;_. Thus,

the estimated MB (M B) using an estimated MV is then

15 15
MB = ZZ[f:-l(wo + i+ 705,90 + § +™y)]  (3)
1=0 j=0

where the upper-left coordinate of the MB is (2o, %)
(Fig. 1). The search range of this algorithm is +16
pixels both horizontally and vertically. This algorithm
uses the set of all possible MVs within the search range,
which makes its computational cost high.

2.2 Spatial Error Concealment

SEC algorithms [5]-[7] exploit the spatial redundancy
within a frame. If it is given only two available MBs,
above and bottom MBs, the M B by linear interpola-
tion (7] is then

15 15

MB = 3.3 l05- )0 +is ~1)
i=0 j=1
+ G+ Dfi(zo+ 1,90 + 16)] (4)

The SEC algorithms have a comparatively low compu-
tational cost. However, those algorithms do not recover
high spatial details.

2.3 Hybrid Error Concealment

Since a single technique is not sufficient for an arbi-
trary video sequence, various HEC algorithms [6], {7]
have been proposed to devise a better technique. How-
ever, the conventional HEC algorithms show poor per-
formance for video sequences with scene changes or
complex motion due to false coding mode estimation.
Moreover, although the coding mode estimation is cor-
rect, the algorithms need to improve because of the low
performance of employing the TEC or the SEC algo-
rithm.

3 Proposed Algorithm

The proposed algorithm performs, alternatively, the
Temporal Correlation Phase (TC Phase) as a TEC or
the Spatial Correlation Phase (SC Phase) as a SEC to
conceal each error MB on the basis of estimating the
coding error MB types (Fig. 2).

TC Phase is characterized by low computational cost
as compared with conventional methods [2], [3], which
are based on the motion estimation method. On the
other hand, SC Phase tends towards the low distortion
of high frequency components in comparison with typ-
ical linear interpolation methods [7].
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Proposed algorithm

3.1 Mode Estimation

Mode estimation means to presume the coding type
of an error MB to be concealed. The lost MB’s type is
presumed the coding type to be held a majority in the
available neighboring MBs. The proposed mode esti-
mation method has better performance than the other
algorithm [6] because the proposed method uses more
neighboring MBs.

3.2 TC Phase

The TC Phase utilizes the strong association between
the error MV, the MV of the neighboring MB, and the
previous frame MV to decrease the computational com-
plexity by limiting the number of candidate MV to 25.
This phase estimates the lost MV from the candidate
MVs by reference to SAD, the sum of the absolute dif-
ferences between the surrounding lines of the error MB
in the current frame and those of the MB in the previ-
ous frame. Then, the error MBs are replaced by means
of (3).

[MV estimation of TC Phase]

1) Generation of candidate MVs
MV is divided into z and y components. Let
mu[M B,)i-1 be the MV of MB, at frame,_ ;.
Using the temporal and spatial correlation, the 13
candidate MVs (Cmv; (;=g~12)) are determined as
follows.

Crmw; (i=o~3) = m[MB,);, p€{AL A L, AR}

Cmu; (izang) = mu[MB,li_1,p € {AL,L,B,R,C}

C'mv; (i=9~12) = Mu[M Bcli—1 + Dmo[M B, ],
pe{A, L, B, R}, (5)
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Table 1  Search of SC Phase
Temporal Search | Spatial Search
Search || previous frame current frame
Search || —16 ~ 416 pixels | —16 ~ 416 pixels
range both horizontally | horizontally,
and vertically —18,+18 vertically
where,

Dmv[M B,] = mv[M B,]; — mv[MB,]i_1. (6)

Then, 5 different mv, and mu, are respectively se-
lected among the 13 candidate MVs. Finally, the
new 25 candidate MVs are generated by a combi-
nation of  and y components to be selected.
2) Calculation of BME

The lost MV is estimated using the candidate MVs
by step 1). The BME for each candidate MVs is
defined as follows.

BME(mv) =Y Dj(mv),
j€p
p=1{A,L B,R AL AR,BL, BR} (7N

where, D() represents the SAD for the surrounding
lines (available SA, SL, SB, SR, SALn SAR, SBL,
Spr) between of M Bc at frame, and of the esti-
mated MB at frame;—; (Fig. 1).

3.3 SC Phase

SC Phase is designed for concealing the errors on
scene change or frame refresh. Since the background
of the image is fairly consistent, it may be feasible to
achieve an even more detailed concealment by search-
ing the pixels around the error MB rather than just
applying an interpolation method. In addition, when
the refresh frame has errors, it is possible to increase

Table 2  Simulation Features

Video sequence Akiyo, Foreman, Silent, Merge

Video coding MPEG-4 Simple profile@Level 1 [8]

Image format QCIF(176 x 144)

Frame rates 10.0fps

Bit rates 48 kbps

Bit error rate (BER) [l 1077 107, 107>

Table 3  Comparison of CPU time for EC algorithms

~ Frame Type INTER INTRA
"Number of Error MBJJ 10 T20 ] 3 10 720 730
Block Copy [1] ][ 1.00]1.05[1.071.00]1.00]1.00
BMA [2] 1.63]2.10]2.50 | 1.43|1.79 ] 2.13
DMVE [4] 5.4]3.02]4.22| 1.912.433.38
Interpolation [7] 1.07[1.10[1.12]1.05]1.05[1.11
Proposed 1.07 [1.10|1.1211.26[1.50]1.75

concealment performance by using the pixels of the pre-
vious frame rather than by using an interpolation.

SC Phase is designed on the basis of the property
of image, and is divided into the luminance (Y com-
ponent) concealment and the chrominance (UV compo-
nents) concealment to have robust performance. The
EC procedure of the Y component 1s executed as shown
in Fig. 4, also the details of both temporal and spatial
search are shown in Table 1 and illustrated in Fig. 3.
Whereas the EC of the UV components is employed by
a simple linear interpolation of (4). In Fig. 4, the Y
component of error MB can be accurately concealed by
means of the pixels to be gained from the current or the
previous frame or interpolation method.

4 Simulation Results

Computer simulations have been performed to evalu-
ate the performance of the proposed algorithm. Table 2
shows the simulation features, “Merge” sequence, which
is to evaluate the EC performance of scene change, con-
sists of a “Foreman” sequence, a “Akiyo” sequence, and
a “Silent” sequence.

Table 3 represents the normalized CPU time which
is the ratio of the decoding time required for each al-
gorithm to the decoding time for an undamaged frame.
The result indicates that the proposed algorithm has
comparably low computational complexity.

Tables 4 and 5 show the average of the Y component
PSNR. (peak signal-to-noise ratio) in the decoded im-
ages at various bit error rate (BER). In these Tables,
the proposed algorithi provides better performance ob-
jectively than the conventional ones for all the test se-
quence. For example, the proposed algorithm provides
about 5.0 dB better PSNR than the conventional algo-
rithms on the “Merge” sequence at a BER of 107%.
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Table 4 Comparison of decoded sequence quality for
EC algorithms (unit : dB)
Sequence Akiyo Foreman
Error free 39.05 31.24
BER. 10> J10~* [10~° J10~7 J107* [107°
Block Copy [1] [133.39]36.41 {38.77|24.32 [ 27.23 | 30.66
BMA [2] 28.78131.56 | 36.75123.82[27.24 | 30.53
DMVE [4] 30.14]34.15[37.92{25.99[27.91 {30.78
Interpolation [7]]126.00[27.56 {35.43 |19.27 ] 23.22 | 29.59
Proposed 33.51[36.42[38.77 | 26.75 [ 28.58 [ 30.94
Table 5 Comparison of decoded sequence quality for
EC algorithms (unit : dB)
Sequence Silent Merge
‘Error free 32.48 35.06
BER 10 J10~* 10~ [16~3 J10~* J10™°
Block Copy [1] ][ 26.56 ] 30.29 | 32.31 | 23.18 | 24.90 [ 32.51
BMA 2] 23.06[28.22[31.90[22.93[24.29 [32.52
DMVE [4] 24.10[28.99]32.07 [ 24.03 ] 24.91 {33.23
Interpolation [7]]]21.80]26.99 31.56 [20.8023.46 [31.44
Proposed 26.44130.94]32.33{25.93 129.25|34.09

(32.82dB)
(a) Error free

(20.23dB)
(c) BMA

(27.15dB

)

(e) Linear interpolation

Fig. 5

(20.23dB)
(b) BC

(20.38dB)
(d) DMVE

(28.88dB)
(f) Proposed

Reconstructed image of the “Merge” sequence

(50th frame, scene change from “Akiyo” sequence)

Fig. 5 (a) shows the error free image, and Fig. 5
(b)~(f) show the restored images obtained by applying

each of the algorithms respectively. These figures indi-
cate that the proposed algorithm can improve the qual-
ity of the decoded image significantly. Consequently,
the proposed algorithm has low computational complex-
ity and stable performance for various video sequences.

5 Conclusion

A new hybrid error concealment algorithm that has low
computational complexity and stable performance has
been presented in this paper. In our approach, the com-
putational cost is reduced by means of the MV corre-
lation for concealing the inter-coded MBs, in addition,
the PSNR performance is improved by the use of the
modified linear interpolation for concealing the intra-
coded MBs. In the simulation, the proposed algorithm
has consistently stable performance and low computa-
tional cost for various video sequences. Eventually, the
new approach can be combined with efficient error de-
tection techniques [9] to further improve decoded video
quality.
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