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Abstract: In this paper, we propose a block LMS algo-
rithm using distributed arithmetic (BDA) and a multi-
memory block structured BDA (MBDA). Moreover, we
propose an effective VLSI architecture of adaptive dig-
ital filter using MBDA, and evaluate the sampling rate
and output latency.

1. Introduction

In recent years, adaptive digital filters (ADFs) are
expected to play an important role in the processing of
wide-band signals. In this application, ADFs are espe-
cially required to process the signals at very high-speed.
We have proposed the LMS adaptive digital filter using
distributed arithmetic (DA-ADF) [1], [2]. Our proposed
DA-ADF is a high-performance adaptive digital filter
that has performances of high speed and small output
latency, good convergence speed, small-scale hardware
and lower power dissipation for higher order, simultane-
ously. However, the sampling rate is a few MHz at max-
imum, so that the DA-ADF is not suitable for higher
sampling applications. Block LMS algorithm that is
block implementations of the LMS algorithm (BLMS)
have been proposed [3]. The block implementations of
ADFss allow efficient use of parallel structure, which can
result in speed gain.

In this paper, we propose a block LMS algorithm us-
ing distributed arithmetic (BDA) and a multi-memory
block structured BDA (MBDA) [4]. To enable the
pipelined processing, we applied a new update method
to these algorithms. We called this method ”priority
update”. Moreover, we propose an efficient VLSI ar-
chitecture of MBDA-ADF, and evaluate the sampling
rate and output latency. As a result, our MBDA-ADF
can achieve very high sampling rate and small output
latency.

2. Block LMS Algorithm

The general LMS algorithm updates tap coefficints
for each input sample [5]. On the other hand, the BLMS

with block length I, updates tap coefficients every L in- -

put samples, so that the tap coefficients are treated as
constant during L sample periods. The BLMS with p-
tap coefficients is represented as follows [3]. The param-
eters used in the algorithm are

o Y; =[50, ¥j-L+n]T : output signal vector

o w; = [w;(0),-- ,wi(—p+ 1)]T : coefficient vector

o dj=ldjo, -+ ,dj(_r+1)]T : desired signal vector

o e =[ejo, " ,€i(—L+1)]T : error signal vector
o 0ii =[5 Ty a-p+ny]T : input signal vector
o U =0 <pj’(~L+1)]T . input signal matrix

, where j, p and L indicate block number, tap number
and block length, respectively. The sampling time £ of
input signal x;; is

k=jL+4, i=0,-1,---,L—-1 (1)
The L-outputs y, and L-errors e; for the time from
(j = 1)L 4+ 1 to jL is obtained as

Y, = Ljw;, (2)
€; = dj_yj= (3)

and the BLMS is represented as

2up
wiiry = w;+ -—L—- F;r e;. (4)

3. BDA Algorithm

The distributed arithmetic (DA) is well-known as an
efficient calculation method of an inner product for not
only constant vector but time varying coefficient vector
16], [1], 17]. In the DA, the inner product is obtained
by the shift and accumulation of partial products for
the word length. For the tap number p, there exist 2P
partial products corresponding to the bit variations of
p-th order vector. The set of 2P partial products is called
Whole Adaptive Function Space (WAFS). WAFS is pre-
viously determinable for the constant vector. However,
for the time varying tap coefficients, WAFS is estimated
using the adaptive algorithm.

The BDA is derived by applying the DA to the
BLMS. We indicate the input signal ¢, ; as

‘Pj’i = Aj7iF’ i:07—13”' ’_L+ 17 (5)

where, the address matrix A;; and scaling vector F are

bj,igog s bl —peny(0) T

bji(1 bj,i—p+1)(1)

j:? = . : 2 (6)
bji(B=1) -+ b pt1y(B~=1)
F = [_2072—17"' 52_(3_1)]"['9 (7)
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where B and b;;(I) indicate word length and I-th bit of
the input signal x;;. An address vector (AV) is defined
as the column vector of the address matrix, i.e.,

Av () = (o), 05601 by pr (D],
l=01--,B-1, (8)
and the value of AV is defined as
Avii(l) = Avj(DFa, (9)
F, = [2e-D 202 ... 20T (10)

The partial products are defined for the AV, so that the
AV is used to specify the partial product of WAFS.
From above discussion, the BLMS is represented as

oup L
Wity = Wit Z AjiFe;;.  (11)
=0

For i, this equation is expanded to L equations, i.e.,

Wi (-L4+2)= Wy, (~L+1)

2up A

+ I - Fe; i, (12)

2up
wj0= Wy 1+~ Ay nFej-n, (13)

2up
Wi, LT Wi+~ AjoFe 0, (14)

where w;; indicates the tap coefficient vector at the
time 7 in the block j, and has relationship

W(ip1) = W), (- L+1)- (15)

Although the DA is applied from equation(12) to
equation(14), here, we show the derivation only for
equation(12). Multiplying the both sides by A, ; from
the left, equation(12) becomes

T AT
AJ',('L-H) W;(-L+2) = Aj,(~L+1) W, (~L+1)
2up T
7 Aj L Ai- L Fej- - (16)

We define an adaptive function space (AFS) that is a
subset of the WAF'S selected by Aw; ;(l) as follows.

P},= A], wj,
= [p;,i(Av;:(0)),- -, pji(Avjs(B=D)"
- T
Pl = Ajnwiaen

= {Pj,(u-l)(/h’ ‘,i(O)),' a0 pj,(i+1)(A'0j,i(B __1))}'1'(13)

(17)

Applying the above definitions, equation(12) becomes

P(—L+1) o P(.—L+1)

a-Lv = P
2up 47
+ == A A e Feg . (19)

Moreover, the following relation [1]

E[A],A;;]=025pF (20)
is applied to equation(12).

Applying the same procedure to equation(13) and
equation(14), we obtain the BDA as follows.

(—L+1) (—L+1)
Pj,(—L+2) Pj,(—L-H) + ULty (21)
(-1 (-1)

Pjo" = P; )+ s (22)

0 0
PG -ren = Pjo+ o, (23)

where
’le,i = OSPBE Fej,.i

L
= [uya(0),u5:(1), -+ yuy (B — DT, (24)

The output equation is

T
Y;= (95,00 Y51 " s Yj(—L+1)]

= [FTPY,FTP™V,. .. FTP{ M7 (25)

The BDA is not suited for parallel and pipeline pro-
cessing [4]. To overcome this problem, the BDA is ex-
{ended to the equations for WAFS. Besides, we proposed
a new update method that the update value for one par-
tial product is generated by only the largest scaled error
in each update equation. We call this "priority update
method” [4]. The BDA using the priority update repre-
sented as

Pwj 13y = Pwjpp)+ Uj141):(26)
Pw;o = Pw;n+ Uy, (20
Pwgin,-1+n = Pwjo+ Ujp, (28)

where Pw;; indicates the WAFS as
Pw,; = {p;i(0),p;:(1), -, p;s (20 = DT (29)

and
Uji = [u4(0),u5(), - ,u;:(2P — )]T

= TM[OSp#—LB— FEJ‘,,‘,]. (30)

T, is a transfer matrix size of 27 x B which is deter-
mined by the address vectors.

4. MBDA Algorithm

WAFS must be of length 2P words to accommodate
the set of partial products corresponding to the set of all
possible address words, so memory space required will
become impractically large for higher order. Besides
the convergence speed drastically degrade, because the
probabilities of the updating partial products become
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Figure 1. Convergence characteristics. (a) MDA with M=1,2,4,8. (b) proposed MBDA with L=4 and M=1,2,4,8.

(c) proposed MBDA with L=1,2,3,4 and M=4.

smaller. To overcome this problem, the multi-memory
block structure, which has M-divided small WAFSs, has
been proposed [7]. The MBDA applied multi-memory
block structure to BDA is represented as follows [4]. The
divided tap coefficients vector and WAFS are defined as

Pw} = [p(0),---, (2% - D)7, (32)

where R=p/M, m=0,1,--- , M — 1. The update equa-
tions are

Pwi 142y = Pwj_pi1)+ Uj141),(33)

Pwj 1y + Uj(_1),

Pw;.”'(') = (34)
Pwii 141y = Pwiy+ Uj,, (35)
where
U;"z = T’"[O SR Fe],,]
= [ul5(0),u ;",(1) - uly 2R - 1))T. (36)

T"” is a transfer matrix size of 2% x B determlned by
the address vectors.

5. Convergence Properties

We simulate the system identification problem. The
unknown system is a low-pass FIR filter with 8-taps,
and the input signal is a white gaussian noise with
zero-mean. And the observation noise is a white gaus-
sian noise independent to the input signal with zero-
mean and variance of 1.50998 x 10~°. Figure. 1 (a)
shows the convergence characteristics of Multi-memory
block structured DA-ADF [1] with M = 1, 2,4, 8, where,
the characteristics for M = 8 is equivalent to the
BLMS. Figure. 1 (b) shows characteristics of proposed
MBDA with M = 1,2,4,8 and L. = 4. From these
figures, we can see that the MBDA has good perfor-
mances nearly equivalent to MDA algorithm. More-
over, Figure. 1 (c) shows the convergence characteris-
tics for M = 4 and L = 1,2,3,4. From this figure, we
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Figure 2. Proposed architecture of MBDA-ADF with
L=M=2

can see that the MBDA also has good characteristics for
various block lengths.

We obtained the same results for many cases in com-
puter simulations.

6. VLSI Architecure and Evaluations

We show the proposed VLSI architectures in Fig. 2,
where L = M = 2. The unit of input registers consists
of (p-+L—1) x B 1-bit shift registers (SR). The controller
generates the select signals for the selector-0, selector-1
and selector-2. There are 2 WAFSs for M = 2, and 2
sets of output calculation and update units for L = 2
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Figure 3. Timing chart of proposed MBDA-ADF.

been placed on both sides of the dashed line.
The MBDA-ADF performs 2 operations as follows.

[Output calculation]
The following procedures are executed in B times.
o Selection of the elements of WAFS, and WAFS,
using the selector-0s.
o Addition of the selected 2 elements.
« Shift and accumulation of the sum.
[Update]
The following procedures are executed for the ele-
ments from 0 to 28~1-th of the WAFS; and WAFS;.
¢ Selection of the update values from scaler outputs
to update i-th element using the selector-1s.
o Addition of the 2 selected update values correspond-
ing to m.
o Summation of the update values obtained above
and the i-th element of WAFS, and storing,.

Figure. 3 shows the timing chart of MBDA-ADF. From
this figure, the sampling period T}, sampling rate F, and
output latency 7, per 1 input sample are

T's = ([log2(L+ 1)1+ [loga M1 +2F 4+ B+1) -7,/ L,(37)
Fs=1/Ts, (38)
To=L XTs+ T4

= ([loga(L+1)]+2[loge M1+ 28 +2B+1)-7,. (39)

TABLE 1 shows the comparison of the sampling
rate and output latency between BLMS-ADF [3] and
MBDA-ADF, where p = 128, T,q¢ = 15 ns and 7y =
7ns. We selected p and L to the same value of positive
integer power of 2, because Clark and others applied
BLMS in the frequency domain, which used Fast Fourier
Transform, to ADF. From this Table, MBDA-ADF can
achieve very high sampling rate of 165.5MHz (277.7% of
BLMS) and small output latency of 1259.7ns (39.5% of
BLMS). For larger L, MBDA-ADF can achieve higher
sampling rate.

7. Conclusions

In this paper, we have proposed the new block
LMS algorithms using distributed arithmetic, BDA and
MBDA. Our MBDA is suitable for pipeline processing,

Table 1. Comparison of sampling rate F's and output
latency 7, between MBDA-ADF with M = 64 and
BLMS-ADF. The word length B = 16.

MBDA BLMS
L(=p) | Fs [MHz] | 7, [ns] | Fs [MHz] | 7, [ns]
8 134 994.5 7.04 1674.0
16 25.0 1060.8 11.5 2052.0
32 46.7 1127.1 19.5 2430.0
64 87.8 1193.4 33.8 2808.0
128 165.5 1259.7 59.6 3186.0

and has good convergence characteristics. Moreover,
we have proposed an effective VLSI architecture using
MBDA. We have confirmed that the MBDA-ADF can
achieve very high sampling rate of 165.5MHz (277.7% of
BLMS) and small output latency of 1259.7ns (39.5% of
BLMS) from our evaluations.

Considerations on the detailed VLSI evaluations and
convergence condition are considered as future works.
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