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Abstract: The flexibility of content addressable mem-
ory (CAM) can greatly be extended through the use of
trits (ternary digits). Trits consist of binary logical val-
ues “0” and “1” with addition of “x” (“don’t care”).
The “don’t care” is extremely useful for providing com-
pact representation of sets of bit strings. In this paper,
we propose a new {ernary CAM with Hamming distance
search functions. Each memory cell in the CAM consists
of a pair of lambda diodes which can store trits, namely,
a logical “0”, “1” and “x” (“don’t care”). The CAM
can compare stored data and an input data in parallel,
and find stored data with Hamming distance within a
certain range (“near match”). Also, the interrogation
characteristics of the ternary CAM are analyzed in de-
tail. Furthermore, the results obtained these analyses
are fully confirmed by simulation using the circuit anal-
ysis program HSPICE.

1. Introduction

Content addressable memory (CAM), especially full
parellel CAM, provides a unique exclusive fast data-
search function by accessing stored data by its content
rather than its memory location indicated by an address.
Such data-search capability is useful in many applica-
tions, including image pattern recognition, cache tag
tables, artificial intelligence, packet switching in com-
munication networks and data base accelerators [1-5].
Conventional CAM’s implement the exact match oper-
ation, and all not exactly matching words are treated
equally as nonmatching. That is to say, the outputs
of the CAM’s are the contents and/or the addresses of
stored data that exactly match an input data. If an ex-
act match word is not found, a no-match flag is asserted.

Recently, CAM’s with Hamming distance search
functions have been reported [6-8]. The CAM’s can
compare stored data and an input data in parallel, and
find stored data with Hamming distance within a certain
range (“near match”). The range of Hamming distance
can be soft-programmed. Such data-search functions
are extremely useful in a variety of image and speech
processing and relational data base applications [9,10].
The conventional CAM’s with Hamming distance search
functions are composed of SRAM cells capable of storing
two states (binary logical values “0” and “1”). The flex-
ibility of CAM can greatly be extended through the use
of trits (ternary digits). Trits consist of binary logical
values “0” and “1" with addition of “x” (“don’t care”).
The “don’t care” is extremely useful for providing com-

pact representation of sets of bit strings [11,12).

In this paper, we propose a new ternary CAM with
Hamming distance search functions. The CAM can
store three states, namely, “0”, “1” and “x”. The abil-
ity to store the “don’t care” state is useful in logical
inferencing and pattern-matching applications [13]. Sec-
tion 2 describes the circuit configuration of the proposed
CAM. Furthermore, the interrogation characteristics of
the CAM are analyzed in detail. In Section 3 , the re-
sults obtained from these analyses are fully confirmed by
simulation using the circuit analysis program HSPICE.
Finally, conclusions are given in Section 4.

2. Circuit con guration of
the proposed CAM

2.1 CAM cell array

The proposed ternary CAM with Hamming distance
search functions is shown in Fig. 1 (a). The CAM
consists of three main parts, namely, CAM cell array,
comparators and reference circuits. Also, a CAM cell is
shown in Fig. 1 (b). The CAM cell comprises a pair
of lambda diodes (T1~T,) with load resistors (R}, ac-
cess transistors (Ts and Tg) and interrogation transis-
tors (T7~Tyo) connected to a pull-up resistor (Rn).
The CAM cell can store three states that correspond to
the voltages at nodes Ny, and Ny as shown in Table 1.

Each CAM cell is connected to a match line as shown
in Fig. 1 (a). In interrogation operation, corresponding
to the search data (input data), voltages as shown in Ta-~

Table 1 Definitions of stored data.

NR NL | “L”Level | “H” Level
“L" Level & x" [ 1 ”
“H" Level llol'

Table 2 Definitions of search data.

bit line
search datz: B L BR
“1” “L” Level “H” Level
“0” “H” Level “L” Level
“Mask” “L” Level “L” Level
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Fig. 1 Circuit configuration of the proposed CAM. (a) proposed CAM. (b) CAM cell.

(c) clock signals.

ble 2 are supplied to bit lines By, and Bg, respectively.
Therefore, the match line normally remains at the high
level (Vpp [V]) unless there is mismatch between the
input data and stored data. On the other hand, if at
least one unmatched bit between the input data and
stored data is found, the match line voltage V), is re-
duced from Vpp|V]. Assuming that Tg and Tyq in Fig.
1 (b) act like ideal switches, the match line voltage Vi
is approximately given as follow:

Vi = —_—
M = VDD VT+kﬂNRN

\/ (Voo Vi + kﬂ,:RNr

2Vr

(Vbp Vr)2Ry’

where Vr and By are the threshold voltage and the
channel conductance of T7 and Ty, respectively. k is

2Vpbp
kBNRy’

1)

BN >

the number of unmatched bits, namely, Hamming dis-
tance between the input data and stored data.

2.2 Reference circuit

The reference circuit is to determine range of Ham-
ming distance in the interrogation operation. That is to
say, the circuit can fix the “acceptable” Hamming dis-
tance within a certain range by applying the reference
signals r1, r2 and r3 to gate terminals of Tr. For exam-
ple, if ry is the high level (Vpp [V]) and others are the
low level (0 [V]), this combination of the reference sig-
nals shows that the “acceptable” Hamming distance is
“1”. In the interrogation operation, to find stored data
that the Hamming distance between the stored data and
the input data is less than “2”, the high level voltages
are supplied to two terminals r; and rp. Also, to set
the Hamming distance “3”, the high level voltages are
applied to all terminals r;, rp and r3. Therefore, the
reference line voltage Vg is given as follow:
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Table 3 MOSFET Device Parameters

Symbol Parameter name nMOS pMOS Unit
Vro Zero-bias threshold voltage +0.8 +0.8 \%
Na Substrate doping 1.4x10%7 8.5x1016 cm B
tor Gate-oxide thickness 96 96 A
L Channel length 1.0 1.0 pm
w Channel width 1& 2 &20 4 &8 pm
A Channel-length modulation 0.03 7.95 v
bs Surface inversion potential 0.70 0.70 A"/
1o Low field bulk mobility 546.2 135.5 cm?/V s
v Body-effect parameter 0.59 0.46 v1/2
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Fig. 2 Calculated results of Vas and Vg as function Fig. 3 Simulation waveforms. (a)clock signal ¢.
of k and r. (b)clock signal ¢y,. (c)voltage at node A.
1 when ¢ is the high level, and compared when ¢, is the
Ve=Vpp Vr+ CESYIIT high level. If Vs is higher than Vg, then the voltage at
NN node A goes to Vpp [V]. On the other hand, if Vjy is
lower than Vg, then the voltage at node A goes to 0 [V].
Vo Therefore, by detecting the voltage at node A, we can

)

1 2
\/[VDD r+ (r+1/2)8n RN] (r+1/2)By Ry’

4Vp

> e ey
P (Vbp  Vr)2Rn

where By is the channel conductance of Tr. The chan-
nel conductance of T;{ is Bn/2. And, r is the number
of Tr that the high level voltages are applied to their
gate terminals.

2.3 Comparator

The comparator compares the match line voltage Vs
and the reference line voltage Vg. The comparator is
driven by the four clock signals ¢, ¢, ¢1, and ¢r as shown
in Fig.1{c). Vp; and Vg are given into the comparator

find stored data with Hamming distance within a certain
range. During ¢ is the high level, the comparator is
reset to prepare for the next interrogation operation.

3. HSPICE simulation

To verify the interrogation operation of the proposed
CAM, we carried out computer simulation by using the
circuit analysis program HSPICE. The HSPICE leve} 3
MOS model provided by MOSIS, for a typical 0.5 ym
CMOS process, is used in all our simulation runs. Table
3 shows MOS device parameters used for our simula-
tions. Fig. 2 shows calculated results of the match line
voltage Vs and the reference line voltage Vg as a func-
tion of k and r. As can be seen in Fig. 2, when k < r or
k = r, the match line voltage Vjs is higher than the ref-
erence line voltage Vg. On the other hand, when k > r,
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Vs is lower than Vi. Therefore, by comparing Vs and
Vg, we can find stored data with Hamming distance
within a certain range.

Fig. 3 shows an example of simulation waveforms of
a comparator operation. The simulation was performed
under the condition of k¥ = » = 3. This is the most
severe condition for the comparator, because the voltage
difference between Vs and Vg is the smallest. As can be
seen in Fig. 3, when the clock signal ¢ goes to 3.3 [V],
two transfer gates in Fig. 1(a) are closed. And then,
Vi and Vg are given into the comparator. In the next
cycle, when ¢ goes to 0 [V] and ¢, becomes 3.3 [V], the
comparator carries out the comparison between Vs and
Vr. In this simulation, Vjs is higher than Vg because
of k = r = 3 as shown in Fig. 2. Therefore, the voltage
at node A rises to 3.3 [V] as shown in Fig. 3 (c). The
simulation results show that k is smaller than r, or k is
equal to r.

4. Conclusion

In this paper, we proposed a new ternary CAM with
Hamming distance search functions. The CAM can
store trits (“0”, “1” and “x”), and find stored data with
Hamming distance within a certain range. These fea-
tures are very useful in a variety of image and speech
processing and relational data base applications. Also,
the interrogation characteristics of the CAM were an-
alyzed in detail. The theoretical results had good co-
incidence with the simulation results using the circuit
analysis program HSPICE.

References

[1] H.Yamada, Y .Murata, R.Ikeda, K.Motohashi, and
K.Takahashi, “Real-time string search engine LSI for
800-Mbit /sec LANs”, Proc. IEEE Custom Integrated
Circuits Conference, pp.21.6.1-21.6.4, May 1988.

[2] Takeshi Ogura, Junzo Yamada, Shin-ichiro Yamada,
and Masa-aki Tan-no, “A 20-kbit associative memory
LSI for artificial intelligence machines”, IEEE J.Solid-
State Circuits, vol.24, no.4, pp.1014-1020, Aug 1989.

[3] Tohru Miwa, Hachiro Yamada, Yoshinori Hirota,
Toshiya Satoh, and Hideki Hara, “A 1-Mb 2-Tr/b
nonvolatile CAM based on flash memory technolo-
gies”, IEEE J.Solid-State Circuits, vol.31, no.ll,
pp.1601-1609, Nov. 1996.

ITC-CSCC 2002

[4] Takeshi Ogura and Mamoru Nakanishi, “CAM-
based highly-parallel image processing”, IEICE
Trans. Electron, vol.E80-C, no.7, pp.868-873, Jul.
1997.

[5) Farhad Shafai, Kenneth J.Schultz, G.F.Randall Gib-
son, Armin G.Bluschke, and David E.Somppi, “Fully
parallel 30-MHz, 2.5-Mb CAM”, IEEE J.Solid-State
Circuits, vol.33, no.11, pp.1690-1696, Nov. 1998.

[6] Y.Hamada, K.Chikagoshi, M.Yoshida and Y.Suzuki,
“Content Addressable Memory with Hamming Dis-
tance Search”, 2000 IEEE International Symposium
on Intelligent Signal Processing and Communication
Systems (ISPACS 2000}, vol.1 pp.188-191, Nov. 2000.

[7] Kazumasa  Chikagoshi,  Yoshitaka Hamada,
Masahiro Yoshida and Yasoji Suzuki, “Interro-
gation Characteristics of a CMROM with Hamming
Distance search.”, IEICE Trans. Electron. (Japanese
Edition), vol.J83-C no.7 pp.658-659, July. 2000.

[8] Hiroaki Yamada and Kunihiro Asada, “A Thresh-
old Logic-Based High-Speed Hamming Distance De-
tector and its Evaluation”, Technical Report of IE-
ICE, ICD2001-57, Aug. 2001.

[9] Nobuhiko Ikeda, B. Watta and Mohamad H. Has-
soun, “Performance of the Two-Level Parallel Ham-
ming Associative Memory”, IEICE Trans. Informa-
tion and Systems. (Japanese Edition) Vol.J82-D2
No.9 pp.1528-1532, Sept. 1999.

[10] Tetsushi Koide, Takayuki Gyohten, Yoshihiro Soda
and Hans Jirgen Mattausch, “Architecture for Com-
pact and Fast Associative-Memories with All-Parallel
Nearest-Match Hamming-Distance Search”, Techni-
cal Report of IEICE, ICD2001-5, Apr. 2001.

[11} Gunnar Carlstedt, Goran P. Petersson and Kjell
O. Jeppson. “A Content-Addressable Memory Cell
with MNOS Transistors”, IEEE J.Solid-State Cir-
cuits, vol.sc-8, no.5, pp.338-343, Oct. 1973.

[12] Jon P. Wade and Charles G. Sodini, “A Ternary
Content Addressable Search Engine”, IEEE J.Solid-
State Circuits, vol.24, no.4, pp.1003-1013, Aug. 1989.

[13] Frederick P. Herrmann, Craig L. Keast, Keisuke
Ishio, Jon P. wade and Charles G. Sodini, “A Dy-
namic Three-State Memory Cell for High-Density As-
sociative Processors”, IEEE J.Solid-State Circuits,
vol.26, nod, Apr. 1991.




