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Test for Structural Change in ARIMA Models

Sangyeol Lee! and Siyun Park?

Abstract

In this paper we consider the problem of testing for structural changes
in ARIMA models based on a cusum test. In particular, the proposed test
procedure is applicable to testing for a change of the status of time series
from stationarity to nonstationarity or vice versa. The idea is to transform
the time series via differencing to make stationary time series. We propose

a graphical method to identify the correct order of differencing.

Key words : Testing for parameter change, cusum test, ARIMA model, auto-

covariance function.

1 Introduction

The problem of testing for a parameter change in time series has been an impor-
tant issue among statisticians and econometricians. There are a large number
of articles as to the change point analysis in iid samples, linear models and
time series models. See, for example, Brown, Durbin and Evans (1975), Wich-
ern, Miller and Hsu (1976), Picard (1985), Incldn and Tiao (1994), Bai (1994),
Csorgd and Horvdth (1997), and Lee and Park (2001), and the papers cited
therein. Recently, Lee et al. (2001) proposed a cusum test aimed at testing for
a parameter change in time series models. The cusum test not only deals with
the classical mean and variance change problem, but also covers general pa-
rameter cases, such as the coefficients in RCA and ARCH models. The cusum
method turned out to perform adequately in a variety of time series models
and to be useful for detecting the locations of changes. However, despite its
wide applicability, the attention was paid only to stationary time series mod-
els. This motivated us to consider the change point problem in nonstationary
models, particularly, the most well-known ARIMA models.

In dealing with the structural change problem in stationary ARMA models,
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it is natural to employ a test based on the ACF (autocovariance function), since
the ACF characterizes the ARMA models. Therefore, the structural change
problem in this case is converted to the problem of testing for the change of the
ACF, so that a test can be conducted via using the cusum method introduced
by Lee et al. (2001). However, if the underlying model is not stationary, the
method is no longer applicable since its blind usage will be likely to be in favor
of the existence of a change in the ACF. Therefore, in order to construct the
method to ARIMA processes, one has to transform given time series to form a
union of stataionary processes. A simple method for the transformation is to
take differencing consecutively until the time series appear to have stationary
characters. However, a question arises as to determining the correct number
of differencing. Of course, if we deal with this problem for an ARIMA pro-
cess with no changes, it is nothing but a part of model selection procedure,
and existing methods are already available. However, those methods would not
work appropriately when one handles the time series suffering from structural
changes. In this case, it may not be easy to derive a suitable estimator in a
formal manner. Therefore, here we designate a graphical method to determine
the order of differecing that is valid for the time series with structural changes.

The idea to select the number of differencing is simple as seen later in
details. We examine the plot of the averaged partial sum of squares of observa-
tions. For example, if given time series is stationary, then the averaged partial
sum converges to its second moment by a law of large numbers. Furthermore,
if the time series is random walk, the partial sums show a hyperbolic trend.
Therefore, the partial sum at lag ¢t divided by ¢? lies in certain boundary. A
similar reasoning is applicable to other ARIMA processes, and even to the time
series with structural changes. Once the order is determined, the cusum test
based on the differenced time series can be conducted immediately. In Section
2, we present a modified version of the cusum test for the ACF, and explain
the visual method to determine the order of differecing.

2 Test for structural change

Let {X;} denote a time series, and suppose that one wishes to test the following
hypotheses:
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Hy: X;, t=1,...,n, follow an ARIMA(p, d, q) model vs.
Hy:Xi t=1,...,m,1<m <n, follow the ARIMA(p, d, g) model
and Xy, t =m+1,...,n, follow another ARIMA(p’,d ,¢ ) model.
If the orders d and d are known, one can test Hy vs. Hj applying Lee
et al. (2001)’s method to (1 — B)?X;, where D denotes the maximum of d
and d'. In the following we describe how the test procedure is conducted. Put
z; = (1 — B)?X;. Then under Hp, we can write

[e ]
Tt = Z QAi€t—i,
=0

where the real sequence a; are geometrically bounded and ¢; are iid random
variables with mean 0, variance o2, and E|e|** < oo for some A > 1. For
|h| < n, define

n—|h| n
. 1 _ _ _ 1
rYn(h) == Z (xt - xn)(wtﬂh] - Q?n), Tn = — tha
n n =1

t=1

and let {h,} be a sequence of positive integers, such that as n — oo,
hp, — oo and hy, = O(nP) for some B € (0, (A — 1)/2)).

Let &4 be a consistent estimator of the kurtosis x4 of €1, and set

hn

Ly = R (@An(G) + D2 Bl + 1)+ 1) +An(i = )An(G + 7)), 45 =0,...

r=—hn

In view of Theorem 2.2 of Lee et al, we have the following result.

Theorem 2.1 Let

Sals) = (% (31ns1(0) = 3(0) [”7%] (inam) = 3n(m)) ), 0< s <1

Then under Hy,
Sn(8)T71Sn(8) =5 [[Wea (8112,
where T denotes the (m+1) x (m+1) matriz whose (i,5)th component is I';;, and

W;..1 denotes an (m + 1)-dimensional standard Brownian bridge. Therefore,

T, := sup 3;(8)1;;1371(5) —T:= sup ”W$n+1(3)||2~
0<s<1 0<s<1

We reject Ho if T, is large.

- 281 -



Tests for Structural Change in ARIMA Models

Here we considered the quadratic type test statistic rather than the maximum
type test statistic in Theorem 2.2 of Lee et al. In order to conduct the test,
one should know the critical values corresponding to significance levels. Since
it is not easy to calculate the critical values analytically, we provide the tables
through a Monte Carlo simulation. For this task, we generate the random num-
bers ¢ following the standard normal distribution, and compute the empirical

quantiles based on the r.v.’s :

M

2
k n

Uppr = sup > {n“l/gzezj —n"l/z(k/n)zeij} :
j=1 i=1

1<k<n ;23

Tables show the significance levels for a = 0.05,0.1 and M = 1,...,10, which
are obtained by computing the empirical quantiles using 10000 number of sim-
ulated UIOOO,M’S-

Table 1. (1 — a)% Empirical quantiles of Uigeo,np, for M =1, - -+ 10.

M
o 1 2 3 4 3 6 7 8 9 10
0.01 | 259 3.31 3.91 448 5.02 552 590 6.31 6.78 7.12

0.051{1.76 243 2.98 347 3.93 434 475 5.14 5.57 5.96
0.1 | 1.43 203 255 299 343 3.85 4.22 4.60 495 5.33

3 Graphical method to identify D

In this section we consider the case that d and d are unknown. As mentioned
earlier, if the time series has structural changes, it is not easy to identify the
correct orders. Therefore, here we develop a graphical method to estimate the
orders. Suppose that & are iid random variables with zero mean and unit
variance. Denote

J J

y;(1) =& and yi(k) =Y yi(k—-1), k=2
i=1 i=1

Let

frul
Wa(u) =n 12376, 0<u<l,
i=1

and let W(u) denote a standard Brownian motion. Define

W (u) :/uW(u)du and W) :/ wWED(w)du, k> 3.
0 0
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.From Donsker’s invariance principle (cf. Billingsley, 1968), we may write that
, d .
y; (1) = n'PWa(j/n) = n' W (j/n)

for large n, and

yi(2) = 'rLS/?{ZJ:Wn(i/n)/n}:n3/2/j/an(u)du
i=1 0

d i/n
4 302
0

W (uw)du = n®?W(/n).
Similarly, we obtain y;(k) L 12y ) (j/n), and thus

S (5000 ~nlz<w<’f) (7/m)? = / (WO (w))?
j=1

which implies that for ¢ close to n,
t d 1
CES @) [ WEw)du = 0p(1).
j=1

The above argument indicates that one can estimate the order d in X; = (1 —
B)4§, via looking at the shape of the function gy : t — t~1 3¢, X? and g :
t — t% 3t | X2 k > 1. For example, if d = 2, it is anticipated that g
and g2 explode fast, g4(t) are within some boundary, and gs(t) have the values
close to 0. From the same reasoning, if gor, k < d, explode, go4(t) lie in some
boundary, and gy(441)(t) have values close to 0, then one can select d as the
correct order. Since this is still true for é; in a class of linear processes including
ARMA processes, one can also identify the order d of general ARIMA models.
In fact, this visual method is also useful to decide the correct order D even for
the time series with structural changes in ARIMA models. The figures below
explain this quite well.
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Figure 1: Change from (1 — 0.5B)X; = (1 +0.5B)¢g; to (1 — B)(1 —0.5B)X; =
(1+0.5B)¢,

Figure 2: 13t - X2 plot for the series presented in Figure 1.
g t i=1<% P

zza
i}

Figure 4: ?14' S°¢_1 X2 plot for the series presented in Figure 1.
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