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Abstract

This paper proposes the enhanced RBF network, which
arbitrates learning rate and momentum dynamically by
using the fuzzy system, to arbitrate the connected weight
effectively between the middle layer of RBF network and
the output layer of RBF network. ART2 is applied to as the
learning structure between the input layer and the middle
layer and the proposed auto-turning method of arbitrating
the learning rate as the method of arbitrating the connected
weight between the middle layer and the output layer. The
enhancement of proposed method in terms of learning
speed and convergence is verified as a result of comparing
it with the conventional delta-bar-delta algorithm and the
RBF network on the basis of the ART2 to evaluate the
efficiency of learning of the proposed method.
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1. Introduction

The study of improving the learning time and the
generalization ability of the neural network learning
algorithm has been performed. As a result of it RBF(Radial
Basis Function), which has been used for multivariate
analysis and interpolation of statistics, is being used for
organizing the neural network model by Brommhead
and Low. Then RBF network is proposed now {1]. RBF
network, which has the characteristics of quick learning
time, generalization and simplification, is being applied to
classifying learning data and modeling nonlinear system.
RBF network is a feed-forward neural network which is
made of input layer, middle layer and output
layer. Different algorithm can be applied to each layer
because different works are performed in each layer and it
can be organized with separated optimization by each layer
[2]. The composition of layers is classified to three types.

The first type is fixed centers selected at random which has
the system of selecting the node of the middle layer
randomly from learning data set. The second ome is
self-organized selection of centers which decides the
middle layer according to the form of self-organization and
applying the supervised learning to the output layer. The
last one is supervised selection of centers which uses the
supervised leamning for the middle layer and the output
layer. Therefore the middle layer of RBF network has a role
of clustering. In other words the purpose of this layer is
classifying given data set to homogeneous clusters.
Homogeneous means that it classifies input data to the same
cluster when they are in the fixed radius after the distance is
measured between each vector within a cluster in the
characteristic space for the input data and otherwise to the
different cluster. Clustering within the fixed radius,
however, has the weak point of selecting wrong clusters.
Therefore the decision of the middle layer has big influence
on the overall efficiency of RBF network [3]. Hence
enhanced RBF network, which uses ART2 to organize the
middle layer efficiently and applies learning rate and the
auto-turning method of arbitrating momentum using the
fuzzy logic system to the arbitration of the connected
weight between the middle layer and the output layer, is
proposed in this paper.

2. Related Study

2.1. delta-bar-delta Algorithm

Delta-bar-delta algorithm([4], which improved the quality of
backpropagation algorithm, enhances learning quality by
arbitrating the learning rate dynamically for each connected
weight. It is made of delta and delta-bar to arbitrate learning
rate dynamically.



The formula of making delta is as follows. In this
gxpression i means the input layer, j means the middle layer
and &k means the output layer.

Aji = of = _5ixi (1)
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The formula of making delta-bar is as following.
A,0=0-p)-4,()+ B4, -1) 3)
A0)=Q=B)-4,(0)+ B- 4, -1) *)

The value of parameter f in formula (4) is fixed constant
t:tween 0 and 1. The change of learning rate for that of
dilta and delta-bar is as follows. If the change of the
connected weight is performed to the same direction in the

rrocess of continual learning, the learning rate will increase.

A this point delta and delta-bar happen at the same sign
a:d the learning rate increases. Besides if the sign of delta
it opposite to that of delta-bar, the learning rate will
d:zcrease with the ratio of 1-y for the present value. The
formula of the variable learning rate for each layer is as
frllows.

a;t+)=a;(O)+k if 4,(t-1)-4,()>0
=U-pra,®) if Za-D-4,0<0 O
=a;(t) if 4,(t=1)-4,(H)=0

a,t+D)=a, (O +k if 4,(t=1)-4,()>0
=(1-7)- ) if 4,(t-1)4,()<0
= a,(?) if 4,(t-1)-4,()=0

(6

2.2 RBF network on the basis of ART?2

F13F network on the basis of ART2 algorithm is divided to
t.vo stages. Competitive learning is applied to the first stage
a3 the learning structure between the input layer and the
niddle layer. And that supervised learning is performed
b:tween the middle layer and the output layer [5, 6]. Output
vzctor of the middle layer in RBF network on the basis of
A2XT2 is calculated by formula (7) and the node having the
least output vector like in formula becomes (8) becomes the
v.nner node.

0,=% (x - w, ) 7

0} = Min{0,} (8)

v.iere wy(t) is connected weight value between the input
lz;yer and the middle layer.

The winning node of the middle layer in RBF network on
thz basis of ART2 is the value which has the least
difference from the input vector to the output vector of the
nmddle layer and formula (9) is showing the similarity test
for the winner node.

0;. <p 9

p is vigilance parameter in the formula. It is classified to
the same pattern when the output vector is smaller than the
vigilance parameter and the different pattern otherwise. The
connected in weight is arbitrated to make the homogeneous
characteristics of the input pattern reflected on the
connected weight when it is classified to the same pattern.
The arbitration of ART2 algorithm is as follows.
w. () u, +x,
w.(t+l)=—Lt—u—
s u, +1

(10) "

where u, means the number of updated patterns in
generated clusters. The output vector of the middle layer is
normalized by formula (11) and applied to as the input
vector of the output layer.

2 =1-% (11)
N

The output vector of the output layer is calculated by
formula (12).

0, = f[iw,g..zj] (12)

(13)
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Error value and error signal value are calculated by
comparing the output vector with the target vector. The
connected weight is arbitrated by the same way.

6,=(1,-0,)-0,-(1-0,) (14)
wyt+)=w () +a-6,-z; (15)
3. Enhanced RBF network

Enhanced RBF network applies ART2 to the learning
structure between the input layer and the middle layer and
proposed auto-turning method of arbitrating learning rate to
the method of arbitrating the connected weight between the
middle layer and the output layer. When the absolute value
of the difference from the output vector to the target vector
for each pattern is below 0.1, it is classified to the accuracy
and otherwise to the inaccuracy. Learning rate and
momentum are arbitrated dynamically by applying the
number of the accuracy and the inaccuracy to the input of
the fuzzy logic system.
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Figure I - The membership function to which the accuracy



belongs

Figure 1 is showing the membership function to which the
accuracy belongs whereas Figure 2 is showing the
membership function to which the inaccuracy belongs.
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Figure 2 - The membership function to which the
inaccuracy belongs

The values of Cj,, and C,; are calculated by formula (16)
and (17).

Claw=log2(Ni+Np) (16)
N, :the number of input nodes

N, :the number of patterns

Chigh = Clim + Clow (17)

F means false, A means average and T means true in Figure
2 and 3 as membership functions. When the rule of
controlling fuzzy to arbitrate learning rate is expressed with
the form of if ~ then, it is as follows.

R, :If correctis F,incorrect F Then a is B
R, :If correctis F,incorrect AThena is B
R, :If correctis F,incorrect T Then is B
R, :If correctis A, incorrect F Thena is M
Ry :If correctis A, incorrect AThen ais M
R, :If correctis A, incorrect T Then a is M
R, :If correctis T, incorrect F Thena is S
R, :If correctis T, incorrect AThena is S
If correctis T,incorrect T Thena is §

R,

Figure 3 is showing the output membership function
calculating the learning rate, which is going to be applied to
learning.
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Figure 3 - The membership function of learning rate

S means small, M means medium and B means big in
Figure 3 as membership functions. Membership degrees of
accuracy and inaccuracy for each membership function are
calculated when the accuracy and the inaccuracy are
decided as the input value of the fuzzy logic system. The
rule of controlling fuzzy is applied to when the membership
degree for each membership function. Besides Max_ Min
method is used for inference. The learning rate, which is
going to be used for learning, is calculated by defuzzifier
method after the fuzzy inference. Formula (18) is showing
the center of gravity, which is used for the defuzzification

[71.

a=_Z/J()’)')’ (18)
>y
Momentum is calculated by formula (19).
H= 4’ -a (19)

¢ is the parameter between 1 and 1.5, which is given
empirically.

4. Experiment and analysis of the result

We implemented the experiment with C++ Builder 6.0 on
IBM compatible PC in which Intel Pentium-IV CPU and
256MB RAM are mounted.

We analyzed the number of epoch and the convergence by
applying 136 number patterns having 10x10 in size, which
is abstracted from the citizen registration card, to
conventional delta-bar-delta method, RBF network on the
basis of ART2 and the learning algorithm proposed in this
paper. Figure 4 is showing the pattern of numbers which
was used for learning and Table 1 is showing target vectors.
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Figure 4 - Pattern of numbers

Table I - Target vectors which was used for learning

0j1{2|3(4}Sj6]|7]i8}|Y
0jo|0f0}j0jO]JO|O0O]1]1
Target value 0j0jofoj1|1|1j1{01]0
ofof1f{1j010|1(1{0}0
oj1jofryjo|j1jof1f{of1

Table 2 is showing the parameter of each algorithm which
was used for the experiment and table 3 is showing the
result of learning.

Table 2 - Parameters which were used for learning

Parameter
earning met @ P < A K 4
Delta-bar-delta 0.5 0.7 10.005| 0.2




RBF network
i ¢ the basis of ART2 0.5 10
| Proposed method 10 | 1.0

. rreans learning rate, p means the vigilance parameter of
*K'T2, ¢ means the parameter to calculate momentum and
!, K y means parameters which were fixed by
- zlta-bar-delta algorithm.

- he experiment have been performed 10 times under the
i andard of classifying it to the accuracy when the absolute
.al.e of the difference from the actual output vector to the
irget vector is below £ (¢ < 0.1) in performing epoch
1000 times.

Table 3 - Comparison the convergence among each

algorithm
. arnEdariy Thenumber (Themumbes) The mumber of
[\ Lerhod of experiment| of success | averageepoch
Delta-bar-delta 10 2 2793
RBF network
- m the basis of ART2 10 10 2710
Proposed method 10 10 1464

- he fact that the proposed method is more enhanced than
onventional ‘methods in terms of leaming speed and
-orivergence is verified in table 3. Moreover the proposed
~1€ thod did not react sensitively to the times of learning and
1€ convergence whereas conventional methods did. As a
351t of it the efficiency of learning is enhanced.

“igure 5 is showing the graph of the change rate of total
iz of square by the number of epoch. Besides the
reposed method is showing faster speed of primary
sorivergence than conventional methods in the graph of
»tal sum of square and smaller total sum of square.
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Figure 5 - Graph of total sum of square

., Conclusions

‘Th: learning of RBF network on the basis of ART2
+ gzrithm is divided to two stages. At the first stage the
«orepetitive learning is performed between the input layer
i11¢ the middle layer and at the second stage the supervised
.ariing between the middle layer and the output layer.

,87 —

Enhanced RBF network, which applies ART2 algorithm to
the input layer and the middle layer to enhance the
efficiency of learning of conventional RBF network on the
basis of ART2 and the system of arbitrating the learning
rate and momentum automatically by using the fuzzy logic
system to arbitrate the weight value efficiently between the
middle layer and the output layer, is proposed in this
paper. When the absolute value of the difference from the
output vector and the target vector is below ¢, the
proposed learning rate and momentum are classified to the
accuracy in terms of the dynamic arbitration and to the
inaccuracy otherwise. Then the learning rate is arbitrated
dynamically by applying the number of the accuracy and
the inaccuracy to the fuzzy logic system and the efficiency
of learning is enhanced by the dynamically arbitrated rate.

The fact that the proposed method did not react sensitively
to the times of learning and the convergence whereas
conventional methods did and the total sum of square has
decreased remarkably than conventional methods is verified
by the experiment of applying it to the classification of
number patterns, which were abstracted from the citizen
registration card. Therefore the efficiency of learning in the
proposed method is concluded to be enhanced.

The study of the method to generate the optimized middle
layer by enhancing the efficiency of ART2 algorithm will
be the subject of study in the future.
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