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Abstract

This paper considers the independence test for two stationary infinite order au-
toregressive processes. For a test, we follow the empirical process method devised
by Hoeffding (1948) and Blum, Kiefer and Rosenblatt (1961), and construct the
Cramér-von Mises type test statistics based on the least squares residuals. It is
shown that the proposed test statistics behave asymptotically the same as those

based on true errors.
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1. Introduction

In this paper, we consider the problem of testing the independence of two stationary time
series. For the past two decades, the issue has drawn much attention from many researchers.
For instance, Haugh (1976) proposed an independence test for the errors in ARMA models
based on the sum of squares of residual cross correlations. Later, adopting his idea, Pierce
(1977), Geweke (1981) and Hong (1996) studied the independence test for two stationary
time series. In fact, the method using the cross correlations has been much popular in
the time series context since it is a crucial task to figure out the dependence structure of
given time series in a correct manner, and any model selection procedures require a step for
diagnostics to set up a true model. However, the cross correlation method merely guarantees
the uncorrelatedness of observations and does not ensure the independence. Moreover, the
cross correlation just checks the linear relationship but cannot find a nonlinear dependence.
Therefore, instead of it, here we employ the empirical process method devised by Hoeftding
(1948) and Blum, Kiefer and Rosenblatt (1961). Their test statistics essentially fall into
the category of Cramér-von Mises (CV) statistics, and have been applied under a variety of
circumstances. Recently, their metohd has been adopted by Skaug and Tjgstheim (1993),
Delgado (1996), Hong (1998) and Delgado and Mora (2000) aimed at developing a serial
independence test. v

In this paper, we focus on the independence test for two stationary infinite order autore-

gressive processes. We adopted autoregressive processes since they include the most popular
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ARMA processes in time series analysis, and a method based on residuals usually discards
correlation effects. For a test, we construct the CV statistic based on residuals. It will be
seen that the limiting distribution of the residual based CV statistic is the same as the CV
statistic based on the true errors.

In fact, the CV statistic is designed for testing the independence for a specific lag k.
However, in real situations one should check the independence for several lags, say, |k| < K,
where K is a positive integef larger than 1, since the test for only one lag is not sufficient
to ensure the independence between the two times series. To this end, we consider three
types of test statistics. First, we consider the summation of the CV statistics based on
residuals, which Skaug and Tjgstheim (1993) suggested as a test statistic for testing serial
independence. Second, we consider the weighted summation of CV statistics which was
proposed in Hong (1998) for testing serial independence, since the summation type test
statistic may suffer from severe size distortions as K increases. Finally, we propose as a test
statistic the maximum of the CV test statistics. We consider this because it is less affected
by CV statistics with large values and will have more stability compared to other tests. Our
simulation study shows that the method based on CV statistic with residuals turns out to

be suitable for the independence test of two stationary time series.

2. Main results

Suppose that {X:} and {Y;} satisfy the following difference equations:

oo
Xe—p=3 ¢i(Xej—p)=e, t=1-n

j=1
and

(o]

Yi—v— 8;(Yij—v)=m, t=1--,n,

j=1
where (€;,7;) are random vectors with common distribution F', ¢ and 7, are iid r.v.’s with
marginal distributions Fy and Fj, respectively, and Ee} + En} < co. Furthermore, both
A1(2) :=1- 3721 6527 and Ay(2) :=1- 372, 0;27 are assumed to be analytic on an open
neighborhood of the closed unit disk D in the complex plane and have no zeroes on D. It

can be easily seen that the last condition implies
g5 | +16;1<Cp, C>0,0<p<1,

(cf. Lee and Wei, 1999). It is well-known that the AR(o0) process covers a broad class of
stationary processes including invertible ARMA processes (cf. Brockwell and Davis, 1990).

Suppose that one wishes to test the hypotheses

Ho: {X:} and {Y:} are independent. vs. H;: not Hp.
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The above is equivalent to testing
H(; : {e:} and {n} are independent. vs. H;: not H,

since the independence of the processes themselves implies that of the error processes and
the converse is also true. For testing H(', Vvs. Hi, we consider employing the CV test statistic
(cf. Hoeflding, 1948),

B { (= kD)™ Ty Sieles—omi)y k20, 1)
(n~ |’C|)_1 E?:]k|+l Sﬁk(ﬁi’ni—lkl)y k<0,
with
(n— kD)t ik [(ee—k < 2) (e < )
— {n— [k[)~2 z?=]k|+1 I(e;p < ) E?=|k|+1 Im<y), k=0

(n = kD™ iy Iee < ) (M) < W)
= (n = kD) 72 kg L(ee < 2) 00y T < ), k<0

Note that since verifying the same lag independence itself is not enough to ensure the

Snr(z,y) = (2.2)

independence between two time series, we consider the test statistic based on the empirical
distribution of (€;—k,7:). Here, utilizing the similar method of Skaug and Tjgstheim (1993)
and the result of Carlstein (1988), one can show that under Hy for each k,

d o0
(n = k)Bnk > Wi = Y AgWhy, (2.3)
i,j=1
where Wijk,4,7 = 1,2,... are ild N(0,1) r.v.’s and A;; are the numbers in Theorem 2 of

Skaug and Tjgstheim (1993). It is well known that A;; = (i572)~2 for continuous type r.v.’s.

In order to test Hy vs. Hj, however, true errors should be replaced by residuals since
they are unknown in actual practice. For this task, we fit finite order autoregressive models
to the observations Xi,...,X, and Y1,...,Y,. Let p = p, and ¢ = ¢, be certain sequences
of positive integers that diverge to co and satisfy p/n — 0 and ¢3/n — 0 as n — oo.

Writing
P
Xe—p= Z‘f’j(Xt—j —p)+ T+ €
j=1

and

q
Yi—v=>) 0;(Yiej —v)+r+my,
=1

where

o) [ ¢]
Tie = Z ¢;(Xe—j — p) and rop = Z 0j(Ye-j — v},

j=p+1 Jj=q+1
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we estimate ¢, = (¢1,---, ¢p)’ and O, = (01, -+,04) by the least squares estimates (;Y)n =
(¢1, -, ¢p) and 0, = (51,-~-,5q)’, ie.,

<2>n = { Z (Xt—l - [‘nlp)(xt—l - ﬂnlp),}—l Z (Xt—l - ﬁnlp)(Xt - ﬁn) (2-4)
t=p+1 t=p+1
and
én = { Z (Yt—l - lA/nlq)(Yt—l - Dnlq)l}—l Z (Yt—l - f/nlq)(yt - lA’n)a (2-5)
t=q+1 t=q+1

where X; = (X, -, Xe—pr1)s Yo = (Y, -+, Yig1)', 15, 7 > 1, denotes the vector in R”
whose components are all equal to one, and f,, and ¥, are suitable estimates of p and v.

Then calculating the residuals

~1

E} = Xt — ,&"n - ¢n(xt—1 - ﬂnlp)
and
=Y, — Uy — éln(Yt—l —inly),

we define

Bnk = { (n - |k|)_1 E?=|k|+l S?zk(gi—kyﬁi), k>0,
(TL" Ikl)_l E?=|kl+l Srzllc(givﬁiﬂkl), k<0,

where S'nk(x,y) is defined the same as Spi(z,y) in (2.2) with € and 7, replaced by € and

7:. Throughout this paper, we assume that
(C1) n=(p® + ¢®)(logn)? — 0 and n2(pp® +qp?) — 0 forall pe (0,1) asn — oo;
OF; 32F¢; )

8zz dz .

(C3) n!/2(fty, — p) = Op(1) and n/2(0, — v) = Op(1).

(C2) sup, < oo, and sup, <oo,i=12

The first condition in (C1) implies that the rate of p and g is not so fast; otherwise, we
are in a situation that there are too many parameters to be estimated, while the second
condition requires those to be large enough for a good approximation. A typical example of
pand ¢ is p = g = [C(logn)?] for some C > 0. Then it can be shown that under.Hy, for

each nonnegative integer k,
Bnk — Bk = OP(n_l)’ (26)

proof of which result is omitted.
However, with By , it is just tested that (e;—x,7:) are dependent for given k. In order

to testing the independence for &’s, one should consider the test statistic based on more
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than one Bpy’s. If the true errors were known, typically one could consider the summation
type test statistic Gpx = ”Zf:-x Byx as Skaug and Tjgstheim (1993) examined this for
testing the serial independence of random observation. In fact, similarly to Serfling (1983),

pages 194-199, it can be shown that under Hp,
i = :
Gng — E /\ijCij(2K + 1). (27)
ij=1

where Cj;(K),1,7 = 1,2,... are independent chi-square r.v.’s with K degrees of freedom.
Combining (2.7) and (2.6), we obtain the following.

Theorem 2.1 Assume that (C1)-(C3) hold, and let Gy = nzk_

nonnegative integer. Then under Hy,

nk, where K is a

Gk 5 Gk = Z (ijm%)2C;;(2K + 1) asn — o0,
4hj=1

where C;;(K) are independent chi-square r.v.’s with K degrees of freedom.

Remark. Under the assumption of Theorem 2.1, we have that Vi := fo: x(n—

k)Bnk has the same limiting distribution as Gk

Although the idea of using the summation type statistic sounds quite natural, Hong
(1998) pointed out that it suffers from severe size distortions as K increases and suggested a
weight sum of CV test statistic for testing the serial independence. Similarly, in our set-up,

we can also employ weighted sum of Boy's:

n—2 n-—1

Hug, = {2Vo D g*(k/Ka)} Y% Y ¢P(k/Kn){(n — k)Buk — Mon},

k=2-n k=1-n
where g is a kernel function, {K,} is a sequence of positive real numbers,

T

n= =S Fn(@){1 - Fin@) %2 ({1 = Fan i)}

and

V()n = Z Fln(fs A ft Fln(fs)Fln(ft)} Z {F2n(773 A 77t) F2n(ﬁs)p2n(ﬁt)}2

s,t=1

with Fin(u) = Ly I(& <u)and Fon(u) = L3 41 I( < u). Then we have the following

result, of which proof is omitted.

Theorem 2.2 Assume that (C1)-(C3) hold and the function g: R — [-1,1] is symmetric,

continuous at 0 and all except o finite number of points, with g(0) = 1, f_ z)2%dz < 00
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and |g(2)| < Clz|™® as z — oo for some b > 3 and 0 < C < o0, and K, = cn” for some

0<v<1and0<c< oo Then under Hp, we have
Hox, S N(0,1). (2.8)

Notice that the truncated (g(z) = I(jz] < 1)), Bartlett (g(z) = (1 ~ |z|)I(]z} < 1)} and
Daniell (g(z) = sin(wz)/(wz)) kernels satisfy the above conditions (cf. Hong (1998) and
Priestley (1981)). As it will be seen in our simulation study, H,g, cures the drawback of

Grk.
Now, we propose another test statistic, which is obtained as the maximum of Bu's,

namely,

M.k = n max B,.
[kj<K

It will be seen in our simulation study that the maximum type statistic is the most stable

among the test statistics considered here. The proof of the following theorem is omitted.
Theorem 2.3 Assume that (C1)-(C3) hold. Then under Hb,

~ d
Muyyg — Mg := Iirllgs}({Wk as n — 0o,

where Wy, is as defined in (2.3) with Xij = (ijn®)~2.
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