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Numerical Simulation of Air Flow and Gas Dispersion around
Obstacles
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Abstract

Computations of the mean and turbulence flows over three-dimensional hill of conical shape have
implemented. Beside the standard k— €, two other modifications proposed by Detering & Etling and

Duynkerke for atmospheric applications were also considered. These predictions were compared with the
data of a wind tunnel experiment. From the comparison, it was concluded that all three models predict
model accurately predicts the
turbulence data statistics. It also concluded that there are large discrepancies between model predictions
and the measurements near the ground surface.

the mean flow velocities equally well while only the Duynkerke's

The flow field, which was obtained by using the Duynkerke's modification, was used to simulate gas
dispersion from an upwind source. The calculation results are verified based on the measurement data.
Modifications of the turbulent Schmidt number were carried out in order to match the measured results.
The code was used to investigate the influence of the recirculation zone behind a building of cubical
shape on the transport and dispersion of pollutant. For a stack behind and near the obstacle, some
conclusions about the effect of the stack height and stack location were derive

transport equations for the individual Reynolds
stress and turbulent fluxes derived from the

1. Introduction

To simulate turbulent flow in the atmospheric
boundary layer, the first-order closure model
(K-theory) has been widely applied (see eg.
[1]-[6]). This model employs a diagnostic formula

Navier-Stokes equations. Normally they contain
terms explicitly taking into account the influence
of buoyancy forces on the Reynolds stresses and
turbulent fluxes [1]. However, the resulting model

for the length scale or mixing length. However it is quite complex, therefore less suitable for solving

is difficult to prescribe the
distribution in situations other than simple An intermediate one-and-haft order closure
flow, therefore, in reality, the the k-€turbulence model [7]
first~order closure model is not applicable for only two more additional
describing flows with complex structure. The

mixing-length practical problems.

shear-layer model,

so-called,
requires prognostic
equations in comparison with the first-order
closure model. This model has been found to be a

successful compromise between capability and

second and higher order closure models employ

. . . . simplicity.
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The standard k-&¢ model [7] has been shown to
work quite well for describing many different
flows. It has been also applied to describe

atmospheric flows from a simple atmospheric



boundary layer to complex circulation flows, such
as land-sea breeze and pollutant dispersion near
an irregular [81-[10].
atmospheric  turbulence some
authors recommended a number of modifications
of the standard k-¢ model ([12], [13]).

The objective of this study is also related to

terrain However, for

modeling flows,

the application of k~¢ model for three-dimensional
simulation of wind field and pollutant dispersion.
Computations of the mean and turbulence flows
over three-dimensional hill of conical shape have
implemented. Beside the standard k-€ , two other
modifications proposed by Detering & Etling and
Duynkerke for atmospheric applications were also
considered. These predictions were compared with
the data of a wind tunnel experiment. The flow
field, which was obtained by using the
Duynkerke’s modification, was used to simulate
gas dispersion from an upwind source. The
calculation results are verified based on the
measurement data. Modifications of the turbulent
Schmidt number were carried out in order to
match the measured results. The code was also
used to investigate the influence of the
recirculation zone behind a building of cubical

shape on the transport and dispersion of pollutant.
2. Description of theoretical models

The Reynolds-averaged Navier-Stockes
equations governing the motion of turbulent flows
and pollutant dispersion may be written in the
Cartesian coordinates as
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where:U; ©, and C are the mean components
of the wvelocity, potential temperature and

7
concentration, respectlvely;u,-,9' and ¢ are the

fluctuations of the velocity components, potential
temperature  and respectively;
9:=(0,0,—g) of the

gravitational acceleration, dp is the deviation of

concentration,

are the components

densityp from its reference valuepy, 0P s the

deviation of pressure P from its reference P,
and S is the mass generation rate. The subscript
0 refers to the aerostatic and adiabatic reference
state [14].

The pressure is related to the density and the
temperature T through the following equation of

state:

The potential defined as

R

-

©= T(P/P,) “where P, is the

pressure at 2= 0 R,

temperature is

surface
is the gas constant for
dry air (Ry=287Jkg 'K 'and C, is the
specific heat at constant pressure for air.

The Reynold stressesu,-'u]-' , the turbulent heat

flux 40’ and the turbulent concentration flux

u,c’  are estimated by means of the Boussinesq's

eddy viscosity and eddy diffusivity models ([15],
[160):
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where i1s the eddy viscosity, is the Kronecker

delta, is turbulent diffusivity coefficient and is

turbulent diffusivity coefficient. The models
assumes
k2 . K . Ut . K . Yy
l/[ = Cﬂ—e' ) t PI‘t ’ c SCt (7)

where , and are empirical constants.

The turbulent kinetic energy and its dissipation

rate are calculated from the following
semi~empirical transport equations
Ok ok
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where 04,0, €., & and €3 are constants, S
is the shear production term G and is the

buoyancy term, defined as
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In the above equations, the following standard
values of the constants, which have been used for

most engineering applications are given in Table
1. However, in the atmospheric turbulence
recommended making

modeling, some authors

some change to the standard k— € model on the

basis of atmospheric data. Detering and Etling [12]

proposed replacing the ¢ and ¢3.the constants
by a function ¢’ of dominant turbulent eddies L

and the atmospheric boundary layer h

3 3
¢ L ek ? U
’ o e~ oy tu b X
¢y, = L= h = ¢——
le h ) € 3 h f (10)
where  Uxis the friction velocity, f is the
Coriolis parameter, and C, is an empirical

constant, which was set by Detering and Etling to
an optimum value of 0.0015.

In  Duynkerke’'s  modification [13],  the
contribution of the buoyancy in equation (9) is
neglected when the term is negative. The other
modifications of Detering & Etling and Duynkerke
model are given in Table 1.

Table.1: Constants used in the
conventional turbulence models

Turbulence
C Cie Coe C3e (43 O

model #
Standard [0.09 [1.44 [1.92 [1.44 |1.0 [1.3
Detering

and Etling |0.026 (* 1.90 (* 074 (1.3
[12]
Dunykerke
[13]

*! See equations (10}

0.033 (1.46 [1.90 j1.46 }1.0 )2.38

3. Solution procedure

For the flow fields, our numerical code is based
on the SIMPLE method [21]. A finite volume
method is applied on a staggered grid.

Because the equations for £ and ¢ are much

stiffer than the flow eguations [22]. For this

reason, in the numerical solution procedure, one
first performs an outer iteration of the momentum
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and pressure correction equations in which the
value of the eddy viscosity is base on the values
of k and ¢ at the end of the preceding iteration.
After this has been completed, an outer iteration
of the turbulent kinetic energy and dissipation
equations is made. After completing an iteration of
the turbulence model equations, we are ready to
recalculate the eddy wviscosity and start a new
outer iteration.

4. Flow field simulation

The experiment of von-Karman Institute (VKI)
in [23].
boundary layer (mean velocity and streamwise

was described Measurements of the
fluctuation velocity) and the flow structure over
the conical hill were made using a hot-wide
anemometer. This same flow was simulated using
theoretical models. At the inflow boundary,
variables are kept constant Outflow
conditions were those of well-developed flow; ie.

in time.

zero longitudinal gradients. A rigid lid is assumed
at the upper boundary 2= z,,with zero normal

velocity and zero normal
variables.

gradients for other

Similar boundary conditions were

assumed on Ymax and Vmin .

The boundary conditions at the lower boundary
was determined by the standard wall-function
treatment, implemented through an effective wall
eddy viscosity. The details of this treatment are
described by Ferziger and Perie [22].

Fig. 1 and Fig. 2 shows the velocity profiles at
two locations and compare the computed results of
three models with the wind tunnel simulation.

As shown in Fig. 1 and Fig. 2 the simulation
results obtained using three models generally
agree well with the measurements. It was difficult
to tell the difference between standard and
Duynkerke’'s models. Near the top of the model
domain, it also was difficult to tell the difference
about the simulation results of three models.

In this study, we estimated the streamwise
velocity fluctuation v from the turbulent kinetic
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Fig.1: Mean velocity| Fig.2: Mean
profilesfor experimental|velocity profiles for

and simulated results|experimental and
at z=—H and y=0|simulated results at
z=— and y=0

(over the crest of the
hill).
energy k by using the definition of turbulent

kinetic energy and with the following assumption:

K (x,y,2)=u" (x,7,2)1(z)

where f(z) was calculated from profiles given
by Robins and Castro [24]. In Fig. 3 and Fig. 4,
the wvertical profiles of the streamwise velocity
fluctuation obtained from the simulations are
compared with the corresponding measurements.
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Fig. 3: Streamwise| Fig. 4 Streamwise
velocity  fluctuation|velocity
for experimental and|for experimental and
simulated results at|simulated results at
z=— Hand y=0.

fluctuation

x=Oand y:o

(over the crest of the
hill).

In general, the simulation results for velocity
fluctuation do not agree with the measurements as
well as in the case for the mean velocity. In
addition, the simulated turbulence structure is
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sensitive to the turbulence closure models.
Comparing with the experimental data for the
velocity fluctuation, the simulation results from the
k—e model with Duynkerke's
exhibit better agreement. The large disagreement
in the results obtained using the

Deterring and Etling’s models.

modifications

was found

5. Concentration field Simulation

In addition to the measurements of the flow
field (velocity vector), the pollutant concentration
measurement was also made in the VKI
experiments. The stack in this experimental model
was located at a distance of 3.7H upstream from
the center of the hill (H is the height of the hill)
ie. 7,=—3.7TH and gy =0. Two measurements
of the concentration field were performed for the
stack height h,= H/2 and H. These measured

and calculated concentrations were normalized as
x=CUH*Q™! an

Normalized concentration; C=

Concentration; U.,= Free stream velocity (velocity

where x=

of flow before its entrance into the towing tank);
H= Hill height and ¢ = Rate of source (g/s).

Because the simulated flow and turbulence
fields of Duynkerke’s model agree with
measurement better than two remainders, so this
model was used to perform numerical simulations
presented in this study.

Many numerical simulations were performed
with different turbulent Schmidt numberSc;

Results of this numerical simulation indicated that,
the variation of eddy mass diffusivity coefficients
has a strong influence on the concentration field.
It also indicated that an isotropic eddy mass
diffusivity (i.e. the Schmidt number is the same in
three direction) couldn’t produce a calculated
results close with the measurements. It may be
expected that reasonable non-isotropic (especially
between horizontal and vertical directions) eddy

mass diffusivity will make the calculated results
better.

The experimental data in the case h,= Hwere
used for the calibration based on assumption of
the difference of turbulent Schmidt
between horizontal and vertical directions. The
closest agreement with the experiment data was
Sc¢;, =0.61andSe,, = 0.83

(see Fig. 5). A verification of obtained Schmidt
numbers was performed for the case of h,= H/2.

Fixed the Schmidt number Sc,,= Sc,,= 0.61;

Sc;,=0.83, we have calculated the concentration

number

found in the case of

and obtained result satisfied as shown in Fig. 6.
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Fig. 6: Vertical

Fig. 5: Vertical

concentration profiles
above the crest of hill

with
Sc;, =S¢, , = 0.61;
Sec,,=0.83.
h,= H/2.z/H vs
log(z)

concentration profiles
above the crest of hill
with
Se; , = Sc,, = 0.61;
Sc,,=0.83.
h,=H/2. z/H vs
logz

6. Effects of recirculation zone behind a
building on ground-level concentration

The ground-level concentrations, which are
defined as the concentration at the height of 1 m,
are usually used to evaluate the atmospheric
pollution because the concentrations at this level
directly influence to humanity. Because of the
important role of ground-level concentration, this
study has performed several estimations of effects
of the recirculation zone on the ground-level
concentration when the stack must be set inside
it.

Numerical experiments are performed for flow
around a cubical building. The building height and
widths are 60m. The approach flow is
perpendicular to one of building’'s sides. The
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following logarithmic wind law has been used for
the approach flows:

(z) —l-ln[ Z_ d) (12)
Usg k 2%
where: 4+, is the friction velocity; k is the

von-Karman constant (7 0.41); % is the
aerodynamic roughness length and d is the
zero-plane displacement. The values of
wo=0.15m/s and 2%=0.001m are used in the
flow field simulation using the k— ¢ model with
the Duynkerke’s modification. The velocity
vectors in the vertical plane through the center of
the building are shown in Fig. 7. In according to
the calculation, the length of the recirculation zone

behind building Lz =2.335H

g
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Fig. 7' Velocity vector field in the vertical
plane through the center of building

The simulated flow field, which is described
previously, is used to simulate concentration fields.
The stack was set in the vertical plane through
the center of  building. The normalized
concentration (11) is not dependent on the rate of
pollutants released are assumed
passive. The concentration field simulation used a
grid finer than the grid of flow field simulation.
The numerical simulations were performed for
stack located in different places near and behind
the building. One of calculated results can be
shown in Fig. 8. It is difficult to show all of

source. The

result of these numerical experiments, therefore
the mean ground-level concentration (in calculation
domain) for each simulation were calculated and
used as the indicator of the level of atmospheric
pollution. The mean ground level concentration for
different stack heights and stack locations are
shown in Fig. 9.
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Fig. 8: Concentration contours in the wvertical
plane through the center of the building for the
case of 2,=0.6H and 2,=0.3H

Stack Height ()

15 20 25 EL
Destance from stack o lee 6d8 of buikdng (H)}

Fig. 9 Mean
contours as a function of stack height and stack
location.

0s 10

ground-level concentration

It was well known that, the higher stack would

make the ground-level concentrations smaller.
However, this tendency may be not true when the
stack is set inside a recirculation zone. According
to the calculated results of the ground-level
concentration, we determined the best heights and
the worst stack inside the
recirculation zone when its distance to the building
is fixed, which are shown in Fig. 10. It is noted
that these best and worst heights are determined
only in the condition that the stack does not
exceed the obstacle height.
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Distance from stack to lee side of bullding (H)

Fig. 10: The worst height and the best height
as a function of the distance from the stack to
the building

As show in Fig. 9, when the stack height is
fixed because of some reasons, the location of the

stack strongly influences to the concentration
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fields at the ground surface level. From the
calculated
concentration, we determined the best and the
worst distance from the stack to the building as a
function of the stack height, which are presented
in Fig. 11.

results of the ground-level

Distance from Stack to Buildieg (HD
15 2 15 3

® Worst Disance
@ Best Digance

Fig. 11:
location of the stack as a function of the stack
height.

The worst location and the best

7. Conclusions

Numerical simulations of turbulent flow over
three-dimensional hill of conical shape [23] have
been performed using a finite control volume
method in a non-hydrostatic atmospheric model.
Along with the standard k—e¢, two other
modifications proposed by Detering & Etling and
Duynkerke for atmospheric applications were also
considered. From the comparison, it was concluded
that all three models predict the mean flow
velocities equally well while only the Duynkerke’s
model accurately predicts the turbulence data
statistics. It also concluded that there are large
discrepancies between model predictions and the
measurements near the ground surface.

The calculated results of concentration fields
indicated that the simulated concentration field is
highly sensitive to the specification of eddy mass
diffusivity and a non-isotropic dispersion model
based on k—e€ turbulence closure scheme with
Sey, = 8¢,,=061 and &c,,=0.83 gave the

calculation results agree well with the experiment.

The existence of a building can cause the
ground level concentration increase as many as
several hundreds times. The effect of building on

the ground level concentration of pollutants may
be very weak when the stack height is greater
than the building height about 1.2 times or when
the distancefrom the stack to the building greater
than the length of recirculation zone. It may very
strong when the emission point locate near the
center of main vortex or when the flow near the
emission point is downward strongly.
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