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A Study on Developing Dynamic Forecasting Model for Periodic Expenditures of
Residential Building Projects using Case—-Based Reasoning Logics
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Dynamic and fragmented characteristics aie two of the most significant factors that distinguish the construction industry from other
industries. Previous forecasting techniques have failed to solve the problems derived from the above characteristics, and do not provide
considerable support. This paper deals with providing a more precise forecasting by applying Case-based Reasoning (CBR). The newly

developed mode! in this study enables project managers to forecast monthly expenditures with less time and effort by retrieving and

referring only projects of a similar nature, while filtering out irrelevant cases included in database. For the purpose of accurate forecasting,
the choice of the numbers of referring projects was investigated. It is concluded that selecting similar projects at 5~6 % out of the whole
database will produce a more precise forecasting. The new forecasting model, which suggests the predicted values based on previous
projects, is more than just a forecasting methodology it provides a bridge that enables current data collection techniques to be used within
the context of the accumulated information. This will eventually help all the participants in the construction industry to build up the

knowledge derived from invaluable experience.
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1. Introduction

Accurate information about the expenditures enables
the managers to capture the problems as early as
possible and to correct them with less difficulty. Along
with planning incomes, forecasting expenditures is
indispensable for ensuring a high levelof credit reliability
for a company.
of cash-out?
(expenditure) of a company over a certain period of time.

The accuracy of the forecast depends on the precision of

A cash flow statement indicates the

movement cash-in (income) and
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the prediction of the periodical income and expenditure.
As market competition becomes more intense, the
of

financial status has become crucial

importance a assessment of

for both the
success of the project and the survival of the company.

comprehensive

Despite its importance, cash flow planning, which is a
part of the financial management, has not received
enough attention from the construction industry. The
reason for this is the ever-changing environment of
and consequently, the Ilarge
amount of work involved in compilation and updating of
such a plan. With the application of statistical models,
databases, and machine learning, researchers began to

construction projects,



develop a set of new tools and techniques to analyze
very large databases. '

The obstacles in developing an appropriate model,
which represents the nature of the construction industry,
are derived from the following reasons: 1) a
project-based system in the construction industry
prevents sharing information and learning from historic
data, 2) the lack of a standardized tool for analyzing the
project progress exacerbates the efficiency in inheriting
knowledge between projects, and 3) ignorance of the
work-package structure as a project control tool
misleads managers in capturing the problem.

Existing forecast models have weaknesses in
cépturing the significant variance derived from the
set-off between elements, and work-packages. The
Case-Based Reasoning (CBR) is regarded as the proper
tool to resolve the problems listed above. It uses the
knowledge represented in specific cases to solve a new
problem based on the similarities between the new
problem and the available cases.

The purpose of this research is to develop the
dynamic forecasting model for the periodic expenditure
over construction periods, which provides the basic
information for the financial status of the project. To
overcome the above-mentioned deficiencies and help
managers make appropriate decision, the following
factors are taken into consideration: 1) forecast based on
information derived from respective work-packages, 2)
diagnosis of sources of excessive variances, 3)
generation of a standardized distribution function for
each work-package, ~4) providing the standardized
S-curve for monthly expenditure throughout all
construction periods, and 5) suggestion of the number of
similar projects selected at each phase as projects
Another
objective 1s to extract as much knowledge as possible

progress for forecast with more accuracy.

from similar projects, which saves significant time and
effort and increase the efficiency in managing projects.

The collected data to build the systems were limited
to residential building projects with lump sum contracts
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and a design-bid-build delivery type. The research was
also limited to projects larger than $9,000,000.

2. Literature Reviews

2.1 S-Curve Model

The S-curve has been regarded as an effective tool
for financial planning, monitoring and controlling
projects. It 1s also recognized as a powerful tool for
producing a forecast of future financial commitments.

2.1.1 The Application in the Construction Projects

A number of studies have been performed in budgeting,
forecasting and monitoring construction projects’
expenditure by utilizing mathematical models.
Drake (1978) used a mathematical model for predicting
cost and duration at an early stage. Bromilow (1979)
adapted the exponential equation for the mathematical
expression. Peer (1982) used regression techniques to
produce a cash flow forecasting prior to construction.
Berny and Howes (1982) suggested the integrated model
of polynomial and exponential curve for expenditure
forecast. Singh and Woon (1984) exploited the features
existing in the cash flow, and concluded that there is
correlation between the project type and its expenditure
pattern. Pattern (1982) emphasized the importance of
cash flow information as a management tool. He
presented a dynamic model for forecasting
characteristics of a typical construction project. The
model used the historical data as the basis of its
information.  Singh and Lokanathan (1992) expand the
ability of a model to consider the interest charges and
the internal rate of return for a given project based on
the maximum negative cash flow.

212 The S-curve as a Forecasting Tool
The S-curve method is a commonly used tool for
predicting the expenditure patterns of construction
projects.  This graph is generated by plotting the
cumulative expenditure against time, of which axis are

usually represented in percentile form.  Since the



incurred expenditure over the construction duration
assumes a growth pattern, it forms the S-shaped curve.
The use of the S-curve is based on its ability to
forecast an expenditure pattern at an early stage,
the better
understanding of the project’s future situation.

enabling project manager to have

2.2 Cash Flow Forecasting

The importance of cash flow forecasting cannot be
overemphasized. Cash flow forecasting provide valuable
early warning systems which enable managers to
recognize problems and solve them.

2.2.1 Detailed Approach for Cash Flow Forecasting
In calculating cash flow, a variety of infom]atiori, which
includes a number of items, resources, time intervals,
payment periods, payment delay, amounts of retention,
and the project cost breakdown structure, is required.

The calculation process demands tedious tasks, which
necessitated the use of computers. Peterman (1972)
developed a computer model to forecast contractors’
cash flow based on contract bar charts and unit price
information.  Allsop (1980) linked the unit costs from
estimating program to obtain cash flow. Jamieson
(1980) simplified this process by the application of a cost
curve using an average rate of markup.

2.2.2 Value Curves Approach
More efforts was devoted to develop the simplified
model for cash flow forecasting. Bronmilow and
Henderson (1974) used four building projects to establish
Ashley and Teicholz (1977)
developed a model base on the value curve to assist in
the analysis of cash flow throughout the whole project

life. Oliver (1984) analyzed projects collected from three

their value S-curve.

construction companies and concluded that projects are -

individually unique and pursued respective value curves

Singh and Woon (1984)
high-rise commercial and
residential buildings. Berny and Howes (1982} modified
a standard model

based on historical data.
developed S-curves for

to reflect the specific form of
individual projects. Kenley and Wilson (1986) developed
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the value S-curve assuming that there should be errors
caused by discrepancies from the average trend line
rather than random error. Consequently, they claimed
that each project has an individual line of central
tendency. This concept was continuously explored and
developed to claim that individual building projects with
different sizes and types have their own characteristic

cash flow.

2.3 Case-based Reasoning (CBR)

Case-based reasoning (CBR) is a major paradigm in
automated reasoning and machine learning. In CBR, the
system solves anew problem by noticing its similarity to
one or several previously solved problems and by
adapting their known solutions instead of working out a
solution from scratch.

2.3.1 CBR Process
The process to describe CBR can be explained as
followings:

v Retrieve the most similar case(s).

¥ Reuse the case(s) to attempt to solve the problem.

¥ Revise the proposed' solution if necessary

v Retain the new solution as a part of a new case.

2.3.2 Practical Application
The past two decades have seen a number of tnals of
applying the CBR algorithm to the real world, especially
in areas such as law, medicine, and strategic planning,
where a huge amount of data has been accumulated. In
the following sections, some of the most significant CBR
systems developed from 1980 onwards are summarized
especially in two categories: forecasting and the
construction industry.

1) Examples in Forecasting
Stottler (1992) applies a CBR system for cost and sales
prediction under uncertainty, which leads to an increase
in business profit.  He tried to retrieve the similar
example in the past, and use that knowledge for
business planning, e.g., staffing, sale volume, financing,
Lee et al. {1995) describes a CBR system that
develops forecasts for cash flow accounts.

etc.

From the



proposed system in his research, fuzzy integrals are
used to calculate the synthetic evaluations of similarities
between cases instead of the usual weighted mean.
2) Examples in Construction

Domeshek and Kolodner (1992) developed ARCHIE,
which is a CBR aid for the conceptual design of
buildings. Its main goal was to capture and disseminated
lessons learned from design experience so that future
designers could avoid repeating similar mistakes.
Flemming (1994) proposed the SEED model with a goal
to support the tasks at early phases of building design.
SEED provides a systematic computational support for
the rapid generation of designs with respect to recurring
building types.. Dzeng (1995) applied CBR in developing
a model that could generate a construction schedule for
a new project based on the description of a new project
and by using previous cases. It was devised to generate
schedule for a new project by reusing schedules of cases
Soibelman (1999) developed a
model that aim to assist engineers in the conceptual
phase of the structural design of tall buildings by

that are similar to it.

providing them with-organized and reliable information.
3. Data

3.1 Data Characteristics and Analysis

The data required for the model were the monthly
actual cost as well as the project summary. The
structure and elements of the original data were based
on those of the company that provided the data. Data
from 88 completed residential building projects were
The collected data
could be divided into two main categories: project
summary and monthly cost data.

analyzed in developing the model.

3.2 Project Profiles
All the data were collected from the residential building
projects that were constructed between 1993 and 2002.
Table 1 reports descriptive statistics on each category of
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the project summary. The table depicts the mean,
median, and standard deviation {StDev) for the following
variables: duration, floor area, stories below ground,
storey above ground, the number of buildings, the
number of total housing units, and final costs at
completion. The sample size corresponds the number of
projects in the database.  Statistical analyses were
accomplished using Minitab for Windows v.13, and

Microsoft EXCEL 2000.

Table 1. Projects Characteristics

Variable N Mean Median TrMean Sthev
Duration 28 25.3E6 29.9000 23.288 £,2%0
Floar Ares B3 S07270 638573 79051€ 847288
No. Base 28 1.63¢64 2.0000 1.6508 0.6640
¥o. Floor BR  25.307 20.000 2D.263 4,455
No. Bldg 88 7.051 6.000 6.535 5.364
No. Unit £8 831.% 432.5% 563.9 <01, 6
Cost E3 41829 34154 39568 27557

' @20~ Z3morths W24~27morths []28~31menths [ 32~35months B 3~40months
Fig 1: Projects Characteristics (cost & duration)

All the monthly-based cost data have been transformed
into percentile value against the total cost for. the
Continued data collection
using the methodology developed will serve to enable a

purpose of standardization.
more precise forecasting in the future. The primary
focus of this research is to predict monthly expenditure
based on the cost data at the work-package level from



past projects. To match the current project to the
similar ones, it was necessary to develop a process to

standardize the variables and project durations.

3.3 Developing the Standard Curve

Establishing the cumulative curve as well as a
progress distribution is very important. A significantly
large sample size is required to obtain an accurate curve.
Progress at each monitoring point is calculated and
assembled into the standardized curve. The curve

obtained from the sample might be rough. Some curves

might be inconsistent with the overall curve shape.

Nevertheless the discrepancy between the individual
projects’ S-curves and standardized one, it provides a

base for controling and planning at early stage.

Progress distributions over time and cumulative curves
are developed based on averaged data from the 858
dataset.
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Fig 2. Progress Distribution and Cumulative Curve

4. Development of the Forecasting Model

The purpose of developing the hew model was to
generate the precise prediction of periodic expenditure as
a project proceeds by choosing similar projects as
references for forecasting instead of all cases in a
database. To analyze a large number of collections for
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this research, appropriate selection of computer tools
were required, which would enable automation of the
repetitive tasks with efficiency.

4.1 Theoretical Framework

The primary research concern will be focused on
finding the efficient way of matching the similar projects
in the past to the current one. The development of the
forecasting  model steps: 1) data
2) of  standardized
expenditure pattern curves for respective projects in the

follows  four

transformation; development
database; 3) case matching; and 4) the development of
an expenditure pattern curve for the current project in
progress based on data derived from similar projects in
the past.

The first step of the process is to transform monthly
data
Thereafter,

cost into percentiles from dollar amounts.

another conversion is performed to
synchronize the different time frame into the same one
with the current project. The second step is to develop
the standardized for

individual projectsf The case matching is applied in the

expenditure pattern curves
third step for examining the similar projects compared
with the current project in progress. The output of
matching process i1s derived {from the sum of squares of
differences (SSD) between matched cases. At this
stage, all the projects in the database are arrayed in the
order that a project with smaller SSD coming first.
Finally, forecasted expenditure curves are generated in
the fourth step. For its validation, the results are
The
appropriate number {or proportion) for selecting projects

from the database will be determined at this stage.

compared with those of the existing method.

4.2 Model Development

In the model development, the first step is to define
the case structure. The cases here will represent
individual projects of which components are project

features and respective monthly expenditure patterns



from the 20-work package level. The format of input
data should hold the consistency complying with the
current accounting system by which projects are
controlled. The data analysis tool consists of four
modules: 1) data entry; 2) data standardization; 3)
statistical analysis and matching similar cases, and 4)
forecast generation. These four modules comprise the
new forecasting model that is developed in this research.
More detailed descriptions for each model components
are depicted below.

42.1 Data Entry

The first module, data entry, is aimed at avoiding
It is
designed to provide an easy means by which an

extreme modification from the existing system.

end-user can input data into the system.

4.2.2 Data Standardization

The data the
standardization of the time variable for the horizontal

standardization module performs

axis and the percentage complete for the vertical axis.
The need to generate the data of a consistent number of
data points for each project is crucial for the success of
the newly developed forecasting model. The number of
data points being generated is determined by the
From the
each work package, the
assumption, that costs were expended in a linear fashion
The
number of splits of all projects in the database is

duration of the current project in progress.
expenditure = curve for

between the two adjacent points, is acceptable.

synchronized with the time frame of the project in
progress. .

4.2.3 Case Matching

The main performance at this stage is to compare the
current project to previous ones in the database, and
retrieve similar cases for a more precise forecasting.
The degree of similarity between the current projects
and ones In the database is determined by the sum of
squares of difference (SSD). The new model reads the
complete set of projects in the database and convert
them into the identical time frame with the project in

progress. The results of SSD can be obtained from
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20-work package analysis. This process provides the
available data a more accurate forecast by referring only
similar projects based on expenditure values at each
work package level. The formula (1) explains how to
calculate SSD of the 20- work package level analysis.
Afterward, a calculation process takes place, and finally
forecasts the remaining time points in advance based on
The

appropriate number for selecting project_s will be further

the values derived from the similar projects.

addressed in the model validation part.

[ n
2D Wi Wiy

SSD = = ja (N
Where,
S Currently forecasted project
W{ii Projects in database (j=1, 2, ... M),
M: number of projects in database
i : Work package (i=1, 2, ... \N),  For 20 - work

package level analysis, the value of N will be 20.
i+ month (j=1, 2, ... n), - forecast executed month

424 Forecasting

The program then calculates the average values
derived from the selected projects, and fills out the
remaining blank data points with the average values of
those matched projects. The model validation module
enables users to modify the number of referring projects
by their own decisions. The quantity for the ordinate
axis is the value as a percent of the total expended.
The horizontal axis measures time as a percent from the

beginning of the construction.

4.3 Model Validation

The purpose of this section is to show how well the
newly developéd forecasting methodology predicts values
for monthly expenditure.  The above analysis is
conducted at three different forecasting periods of times,

which are 35%, 50% and 70% completion of the project.



To prove the effectiveness and accuracy of the new
methodology, the results will be compared with those of
a conventional methodology that refers to the average of
the whole database.

4.3.1 Measure of Forecasting Performance

The completed project was selected and evaluated for
the purpose of model validation. Two separate modules
are required to evaluate the model performance by %
Error over the remaining construction duration and

thereafter the forecasting point. One is to produce the

h

forecast value at i" month (X i), which is averaged

from the selected projects. It is calculated by employing
the formula (2) below:

2 X,

j=)

X Fi=
X Fi n

(2)

{n: number of selected projects as references)

The other module is to generate % Error at the
th

forecasting time, 1= month. It is calculated by
employing the formula (3) below:
’XFI‘_XA:“

x10C
X,

% Error at i™ month =

(X,

i actual data at i" month,

X

it forecasted value at i" month from model)

Above two modules are integrated into one and provide
overall model performance from the forecast conducted
month (k) to the end of the construction period (N). It
is calculated by employing the formula (4) below:

4

(N: construction duration, k: forecasting occurred month)
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4.3.2 Evaluation on Forecasting Performance

The issue addressed in this section is to figure out the
appropriate number of projects selection that provides
the most accurate forecasting for monthly expenditure.
The forecasting performances at three different phases
(35%, 50%, and 70% completion of the projects) are
measured and analyzed, as the number of projects
selected increases. The project in progress is matched
to the similar projects according to the results of the
sum of squares of difference (SSD).

The summary of % Error results from testing the case
project is given in Figure 5, as the number of projects
selection increases 1 to 88. In its matching process, all
the projects in database are ranked by the SSD values
from 20-work package level. Regarding the forecasting
evaluation from 35% completion, it can be seen that the
% Error decreases as the number of selected projects
the
Therefore, the adequate model for this dataset is to

increases  until adequate model 1s reached.
choose 12 projects as base reference for forecasting
residential building projects. When the user selects 12
similar projects out of an 83 project dataset, the new
model provides the prediction of monthly expenditure
with a significant value of 0.76% Error. If all 83
projects are averaged as in traditional method, the value
of 582% Error will be obtained.

It is encouraging that both results at other forecasting
(50% and 70%)
improvements in forecasting the monthly expenditure.
When prediction was conducted at the 50% completion

time, the new model provided a forecast with an

points also represent sigmificant

accuracy of 0.69% Error, based on the averaged curve of
The % Error would be 2.69%, if all 83
projects were averaged in generating the standardized
curve.

19 projects.

Similarly, the accuracy was improved from
2.67% Error up to 0.78% Error by choosing 8 projects
instead of 83 projects.
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Fig 3. %Error Summary at Three Different Phases

5. Conclusion

This dissertation has taken an in-depth and focused
look at one central issue: enhancing the forecast
accuracy for monthly expenditure of residential building
This issue
was addressed through the use of the Case-Based

Reasoning concept by matching and retrieving similar

project based on the work-package level.

projects from past projects. Result of the analyses
indicated that the forecasting performance could be
significantly improved by applying the new model, which
is developed in this study. The developed model
produces forecasting with an increase in accuracy of 1.73
% Error at the point of 35 % progress, which would
have been 439 % in the traditional methodology.
Similar improvements are shown in from the point of 50
% and 70 % progress, which are 1.21 from 3.17 % Error,
and 0.69 from 1.70 % Error respectively.

The primary contribution of this research is to
increase the forecasting accuracy for expenditure pattern
at each phase. The application of the new model is
useful for forecasting the expenditure of residential
building projects as they progress. Besides saving time,
expenses, and the efforts of the project managers, there
are several contributicns both to the academic area and
the construction industry. These include extending the

forecasting horizon, applicability to different monitoring
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points, and enhancing the knowledge butld-up and data
exchange by referring to the similar projects in the past.

The new forecasting model developed in this research,
which suggests the predicted values based on previous
projects, has meaning beyond just a forecasting
methodology. It provides a bridge that enables current
data collection techniques to be used within the context
of the accumulated information. This will eventually
help all the participants in the construction industry to
bulld up the knowledge derived from invaluable

experience.
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