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Abstract

A new model-based clustering algorithm is proposed. The idea starts from the
assumption that observations are realizations of Gaussian processes and so are correlated.
With a special covariance structure, the posterior probability that an observation belongs to
each cluster is computed using the ECM algorithm. A preliminary result of small-scale
simulation study is given to compare with the k-means clustering algorithms.
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1. Introduction

Cluster analysis is the identification of groups of observations that are cohesive and
separated from other groups. Interests on the clustering method have been increased
recently due to the emergence of several new areas of applications. These include character
recognition, tissue segmentation, classification of astronomical data, image analysis and
data-mining (Fraley and Raftery, 2002).

One widely used class of methods involves hierarchical agglomerative clustering, in
which two groups chosen to optimize some criterion are merged at each stage of the
algorithm, Another common class of methods (for example, the k-means algorithm) is based
on iterative relocation, in which data points are moved from one group to another until
there is no further improvement in some criterion.

Banfield and Raftery(1993) introduced a new approach (so-called model-based clustering)
based on parsimonious geometric modeling of the within-group covariance matrices in a
mixture of multivariate normal distributions, using hierarchical agglomeration and iterative
relocation. The well-known EM(Expectation and Maximization) algorithm is used for
computing the probabilities that an observation belongs to each cluster.

We propose a model-based clustering technique using Gaussian processes which is a
new clustering method for multivariate data. In general, the Gaussian process we are
applying has been used in nonlinear regression, in discriminant analysis, in spatial statistics
(Cressie, 1991), and in design and analysis of computer experiments (Park, 1994).
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2. Model-based Clustering using Gaussian Processes

The idea starts from the assumption that observations are realizations of Gaussian
processes and so are correlated. The correlation between two observations t= (t,ty ty)

and u= (uy,u, u,) is specified by the following covariance function:

d
Vtu) =0,* exp{—20j l't;—u;17}, 0<6;, 0<ps=2.
i=1

In this preliminary work, the independence between variables is assumed for simplicity.
With the above model assumptions, we compute the posterior probability that an
observation belongs to each cluster using the ECM(Expectation, Clustering, and
Maximization) algorithm which is a modification of EM algorithm. The maximum likelihood
estimates of ;, the Quasi-Newton optimization routine and Cholesky decomposition are used

in the following algorithm.

[Outline of Proposed ECM algorithm]
1) Determining the number of cluster
2) Partitioning the initial cluster by random or ordered method
3) Randomly determining the initial mean of each cluster and
initial values of covariance function’s parameter
4) Compute the probability that an observation belongs to each cluster (E step)
5) Classifying the observation to the cluster with maximum probability (C step)
6) Compute mean of cluster again using the relocated clusters (M step)
7) Repeat 4) to 6) until no more relocating process
8) For determining number of cluster, compute BIC (Baysian Information Criteria)

3. Simulation study

A small scale simulation study is presented for the evaluation of the performance and
usefulness of our suggested clustering algorithm. The performance of this algorithm is
almost same with the k-means algorithm. In case of the mean differences are relatively
small, suggested algorithm works well to represent the connectedness of observations.

The following table shows the simulation setting of the correlated data with relatively

small mean difference.

initial cluster(n) variable 1 variable 2 variable 3
p=1.0 cluster 1(25) u=2 =2 n=2
cluster 2(25) H=5 =5 n=5
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The following figures (in next page) show how the clusters differ between our method

and the k-means algorithm.

4, Summary and Discussion

The clustering method proposed here turned out to be good compared to the k-menas
algorithm for the case of correlated observations. When the mean differences are relatively
small, our algorithm works well to represent the connectedness of observations. When the
variables are composed of factor scores and principle component scores in which variables
are independent, our method is directly applicable while Banfield-Raftery’s method is not.

One disadvantage is that the speed of convergence can be slow because of the intrinsic
problem of EM depending on how to choose a initial cluster. To overcome this problem and
to select the initial clusters, one can proceed hierarchical clustering method before applying
EM algorithm. We think the propose method can be applied many research areas
(Papageorgiou, et.al, 2001, Li, et.al, 2005, and Reverter, et.al, 2003, for example).
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