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Abstract

The address selection mechanisms have been suggested under the circumstance
occurring link failure already. But this paper proposes various considerations to address
selection for load sharing without presenting address selection mechanism clearly. The

goal of this document is merely referred various situation that have to consider when

we make out address selection mechanism in the context of load sharing.

Keyword
IPv6, Multi6, Shimé, Multihoming

1 . Introduction

A site should be able to distribute both
inbound and outbound traffic between multiple
transit providers by multihoming [1]. Outbound
traffic can be shared across ISPs using
appropriate exit selection policies. Inbound
traffic can be distributed using appropriate
export policies designed to influence the exit
selection of remote sites sending traffic back
towards the multihomed site. At result, load
sharing is one of advantages to get through
multihoming.

For load sharing in multi6, a site should
distribute traffic load through the selection of
appropriate address. The address selection
mechanism have been suggested in [2](3]. But,
these mechanisms became discussion an address
selecion method only when occurs failure
detection. In this paper, we discuss an address
selection mechanism for load sharing.

The paper is structured as follows: we
explain various situations triggering address
change process for load sharing in section 2.
Finally, section 3 present approaches to solution
of address change procedure considering load

sharing. For the purposes of this paper, we
arrange the considerations to define an address
selection mechanism for load sharing.

It. Considerations of Address selection for
load sharing

Multi-homing has the potential consideration
of being able to distribute the total traffic load
across a number of network paths beside
session.

Load sharing in multi-homing is achieved
through address selection; in this address
selection from multiple addresses pool implies
a selection of one particular network path. The
issue here is how does the local host make a
selection of the "best" source locator supporting
multi-homing goals, such as survivability,
redundancy, and load sharing? And there are
some obviously constrained by the current state
of the topology of the network, and the
primary objective of the selection process.

In order to support to session resilience, the
mechanism for address selection in hosts is to
allow establishing new communications after an
outage, as described in [2][3].
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In this chapter, we will describe diverse
considerations to accomplish address selection
for load sharing, and present some mechanisms
to be performing at each environment.

2.1 What is target for load sharing?

2.1.1 Site exit router

If address selection will be decided based on
traffic load sharing within a multi-homing site,
this procedure should be taken into account
that amount of traffic to be loaded to site exit
routers.

When one site exit router is to be imposed
overloaded traffic load not to handle ordinary,
re-homing should be occurred using address
change. In order to trigger address change, end
node has to monitor traffic status within own
site, and decide threshold value, which is
calculated ratio of capacity of site exit router to
amount of loaded traffic.

However, an end node must monitor amount
of generation traffic in multi-homing site at all
the time, and also knows amount of loaded
traffic to site exit routers.

2.1.2 End-to-end link or session

If address selection process will be implicated
end-to-end network paths, there is a consequent
interaction between the address selection
process and traffic engineering functions.

An end node has to maintain addresses
pools, as like Common Endpoint Locator Pools
(CELP) [4], include available addresses, which
are received from multiple ISP, and operation
address pairs, which . are combination with
available addresses, and to maintain a table,
which contains traffic load information for each
possible path.

Consequently, an end node to address
selecion for load sharing measure end-to-end
traffic status, and then this information should
be keep traffic load table.

The address change process should be
triggered, if the performance of current
communication network path will be not good
rather than other network path, which is to
inside traffic load table.

2.2 Who offer the information for address
change?

221 End node

As mentioned before, an end node should
manage address pools include available
addresses and operational address pairs.
However, in order to perform address selection
for load sharing, an end node has to measure
traffic load for network path represented
operational address pairs, and must manage

and monitor whole traffic load that happen in
site, and overhead information that take to site
exit router.

Therefore, if these all actions were
accomplished in the end node, more many
overhead should be happened by address
change mechanism for load sharing compare
with achieve actual work that means to operate
application.

222 Agent basis

On the other hand, if there were to be
considerations for end node’s performance, it is
better other some agent entrust the
management of result of measurement about
each possible network path, as like traffic
measurement and administration of information
table, such as traffic load table, than an end
node managed one. However, by some agent, it
has supply some methods to share to all nodes
in site, at this point, part of security becomes
weak.

2.3 When does address selection considered?

2.3.1 Session start time

Address selection process can happen, when
it is the session start time, or after the session
has been establish already to change network
path in timely manner.

At the point to beginning the session, end
node have address pool to receive from each
ISP, and also have address pairs that is
combination addresses using address pool. But,
the traffic load table is not perfect status
because it did not achieve traffic measurement
about each network path yet. In this case, there
are two approach methods.

First, do to achieve traffic measurement about
each available network path, which means
operational address pairs, and to accomplish
traffic load table. After that, the network path
that performance is high, in other words, little
loaded amount of traffic, is selected by
measurement to send data packet. But in this
case, the delay for session establish is grown, it
can be bad in the whole performance side.

Secondly approaches, in the beginning session
establishment, select address pair to do random.
When it is the session start time, we can speak
that it is suitable in load sharing side to
address selection randomly by random of
meaning.

2.3.2 After session establishment

After session has established already, traffic
measurement is start up about available address
pairs with network path to use present
communication, and then traffic load table
completes as a result.

- 744 -



Considerations for Address Selection to Load Sharing in Multi6

In this case, address change process is
happens by comparison performance of traffic
load table’s address pairs and present
connection link’s performance. However, if a
node has to change address dynamically among
the communication, following situation should
be considered.

24 What is situation to trigger address
change process?

241 When the performance bottleneck is
occurred at current link.

As like [2][3], when the current link’s failure
was detected, address change process has
triggered clearly.

In the above case, if we should consider load
sharing, address change process has to occur to
improve performance by selection path to better
status. Therefore, an end node or some agent
must monitor traffic load table, and find
address pair that show the best performance
currently.

At last, address change process will be
achieved with selected address pair using M6
functionally [5].

3.4.2 When other address pair is good link
status compare with current one?

f  communication session has  been
established, operational address pairs have been
monitored. Therefore, it could compare with
current link status and network path status in
traffic load table, could find network path on
aspect of performance better than present link
status. In this case, we should consider as
followings.

At first, address change process should be
achieved absolutely, if it find better network
path than present link status.

In this approach, whenever the path to good
performance appears, address change
mechanism is triggered. Even if the system
performance is good in short period, the entire
system performance can be reduced by address
change’s fluctuation.

Secondly, address change process should be
hold back by the some policy, which controlled
node not to achieve address selection
mechanism through comparison with arithmetic
result of link status.

For example, Instead of arithmetically
compare  measured  performance  between
possibility address pairs in traffic load table
with measured current link status, it could be
achieved comparing the lastly calculated value
that add the result, which measured traffic load
about address pairs and the value that multiply
the amount of generated traffic in present node

by constant, which is represented by policy
circumstance.

25 Are ingress and egress link equal?

2.5.1 Symmetric path

Usually communication network path have
symmetrical characteristics. That is, ingress path
and egress path are same in communication
session.

In the symmetric path, If link failure or
re-homing trigger occurred to load sharing
aspect, an end node select best address pair by
measurement information, and next time, after
complete address pair change process, send
confirm message to end of that to remote host
announcing network path changed. Because, it
could be prevent re-homing trigger additionally
to remote node.

252 Asymmetric path

In the asymmetric path, at the same situation
about re-homing trigger, the mutual end nodes
can select address pair by individual basis.

As a result, data packet are sent or received
with ingress path and egress path different.
Therefore confirm message need not to be sent
to remote host. The other side, both end nodes
are keep information of egress path at all the
time regardless of own egress path.

26 Anyone must achieve address change
process?

2.6.1 Any one node

Each node has remote node’s address pool as
well as own  And also  possibility
communicational address pairs are managed.
Therefore, address change process can achieve
at source or destination node.

In this case, it is more efficient, if
communication path is asymmetric path. But in
the symmetric environment, address change
process procedure can collide.

For instance, the problem of communication
path, which include link failure and load
sharing, has occurred, then both end nodes can
sense all problems, and they will achieve
address change process simultaneously.

Consequently the process of way that send
request message before address change process,
and that send confirm message after address
change process need.

Additionally, the information of address pool
and address pairs are managed identically at
the both nodes. Therefore this information will
be synchronized through some sharing
mechanism.

262 Only one node whether source or
destination node
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The other side, if it allow address change
process in only one node, two nodes need not
to keep information about addresses, and also
collision to request for address change does not
happen at the same time.

But there is shortcoming, as followings. One
node, which can not execute address change
process, do not have to deal with the problem
so quickly that happen in own side, and must
wait until the other node achieve address
change process after detect this problem.

Ill. An approaches to address selection for
load sharing

In this chapter, we make out address change
procedure considering load sharing keeping in
mind organized various kinds of consideration
items in chapter 3. Address change trigger can
be achieved by following step considering load
sharing,.

3.1 Step 1: Monitoring

As like [2][3], link failure is obviously
situation of address pair change. But in
multi-homing  environment, there is the
potential  consideration of being able to
distribute the total traffic load across as
number of network paths.

Therefore end node have to monitor traffic
load situation about current communication link
status and operational network path, which
means operational address pairs as mentioned
[3], as like traffic measurement manner. And
measured result should be managed with
operational address pairs.

This document ordered that is traffic load
table. This traffic load table should be consisted
of fields such as GUID/Port
number/Rtt/Measured result/Timeout and so
on.

3.2 Step 2: The best address pair selection

In this step, policy part is implicated. And
we must solve the problem that refers to
section 2.3 and 2.4.

When we select best address pair, use
calculated final value applying policy part
without using measured result field in traffic
load table simplicity. This value can be
calculated as follows in example:

V-Cal = R-measured + T-gen * C-pol
Final calculated value (V-cal) that is

compared with current link traffic load status
for address change trigger is represented by

that added the value of measured result in
traffic load table (R-measured) and the value of
that amount of traffic to generate in present
session (T-gen) times policy constant (C-pol).

In section 2.4.2, the address change trigger is
occurred comparing calculated value (V-cal)
with traffic load status in the current link. For
reference, policy constant (C-pol) could be
established by appropriate value differently in
each address pairs.

3.3 Step 3: Change address pair

In this phase, as refer to section 2.5, when
the address change procedure was happened,
request and confirm message for address
change was sent to source and destination node
in the case of symmetric link. And it must
decide threshold value to prevent fluctuation

phenomenon by address change process
frequently.
For example, as like in section 241,

whenever the performance degradation was
happened, in only case of performance
deterioration more than 40% of average
performance occurred, address change process
was operated clearly. The other case of section
24.2, the address change process was operated
in case of that difference of performance
happened more than any threshold value.
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